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Abstract

Quantum systems in their most elementary form follow the rather bizarre concepts of su-

perposition and entanglement. In the early days of quantum mechanics, these effects were

believed to be a purely theoretical oddment, that could never be observed. The argument was

that one never experiments with just one atom or electron, but always only with an ensemble

of them. The advances both in theoretical description and experimental techniques though,

allowed to observe these phenomena in various systems and pushed forward the realization

of a quantum computer. There, the classical bit is replaced by the qubit, its quantum coun-

terpart, which can in principle be any two-level quantum system. In practice these qubits

need to meet different criteria [1], which in real systems are difficult to fulfill simultaneously.

All physical systems have individual advantages, but they are usually intrinsically related to

their biggest drawbacks. A proposed new strategy to overcome this problem is to combine

two different qubit implementations to profit, e.g., both from fast qubit manipulations in solid

state devices and long coherence times of atomic degrees of freedom.

This thesis is part of a project that aims to implement an interface between superconduct-

ing qubits and highly excited Rydberg atoms. In this architecture, the internal state of the

atoms serves as long-lived memory of the quantum state of a superconducting qubit. The two

systems are coupled by the strong electric fields in a transmission line resonator.

In this work the trajectories of an ensemble of Rydberg atoms traversing the experimental

setup and their subsequent detection is simulated. These simulations are of importance both

for the optimization of the setup, as well as for the evaluation of the experimental results. In

particular, a geometry for guiding of a beam of Rydberg atoms has been devised. With the

simulation program it was shown, that the proposed on-chip quadrupole guide allows to focus

the beam onto the detector. The experimental demonstration will be the basis for future

on-chip beam manipulation techniques.
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1. Introduction

Quantum mechanics was developed in the last century and has since then proven to be a highly

successful theory. Many of today’s everyday applications are based on the deep understanding

of the microscopic world, made accessible by the advent of quantum theory. The probably

most influential example of such an application is the computer. Its processor is based on

billions of semiconductor elements, which allow to perform simple logical operations.

In such an operation many electrons generate an electrical current. Even if quantum concepts

are necessary to describe these processes, the most intriguing and at the same time most

counter-intuitive aspects of quantum mechanics are hidden, such as the entanglement and

the superposition principle for example. They implicitly imply the non-locality of quantum

mechanics, which has lead to controversial discussions about the completeness of this theory

[2]. However, many experiments have since then been conducted to resolve this issue. All of

them confirmed the ’strange’ predictions of quantum theory [3, 4, 5].

In 1982 Richard Feynman proposed a new kind of computer based on these properties. This

’quantum computer’ would allow to simulate a large quantum mechanical system, a task that

cannot be performed efficiently on a classical computer [6]. Subsequently, Shor presented

a quantum algorithm [7] to factorize large numbers, which is exponentially faster than its

classical counterpart. Apart from showing that a quantum computer can be more powerful

for particular tasks, this algorithm is of practical interest, as it could be used to break public-

key cryptography [8].

Quantum computation and information is – as defined in Ref. [8] – the study of information

processing tasks that can be accomplished using quantum mechanical systems. Even though

this appears to be quite straightforward, the experimental realization of such a system turned

out to be rather challenging. The conditions that need to be met by such a system are

given by the DiVincenzo criteria [1] and there are several candidates which could serve as

quantum bits (qubits). The most prominent systems that have the potential to fulfill these

requirements are probably trapped ions [9], quantum dots [10] and superconducting qubits

[11].

Cavity quantum electrodynamics

Quantum electrodynamics (QED) is the theory describing the interaction of light and matter

[12]. An atom in free space is subject to spontaneous decay due to its coupling to radiation

modes in vacuum. In free space, these modes form a continuum in the frequency space, but by

imposing boundary conditions it is possible to modify their spatial and frequency distribution
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with discrete mode structure.

This leads to what is known as cavity QED, which studies the interaction of the quantized

electromagnetic radiation inside a cavity with atoms. In the most pure form a single atom

interacts coherently with a single photon in the strong coupling regime. In this case the

excited atom will emit one photon into the initially empty cavity, which will be trapped for

some time and then be reabsorbed by the same atom. The atom and the cavity share one

’quantum’ of energy and this process is known as vacuum Rabi oscillation [13]. Such a system

has successfully been realized with a single 27Rb atom coupled to a high-finesse optical cavity

[14].

A strongly coupled cavity QED system can as well be achieved in a solid state environment

as proposed in Ref. [15]. Experimentally this was realized by coupling a superconducting

two-level system to a one dimensional transmission line resonator [16].

Superconducting qubits have become an increasingly acknowledged candidate for quantum

information processing. The basis for this success is the very strong coupling of the two-level

system or artificial atom to the electromagnetic radiation in the cavity, which allows for fast

operations. A main challenge, however, remains the coherence time. As the system is embed-

ded in a solid state environment, it is subject to interaction with the environment leading to

fast decoherence, which seems difficult to overcome [17]. Nevertheless, the implementation of

simple quantum algorithms has recently been demonstrated in a two-qubit superconducting

processor [18].

Hybrid Systems

The main goal of combining different experimental approaches for quantum information tasks

is to make use of the individual advantages in each system. Due to the excellent isolation

from the environment, the coherence time of atomic degrees of freedom can be very long [9].

On the other hand, the small size of single atoms leads to a weak interaction with electro-

magnetic radiation, making it difficult to access them in the experiment. The situation is

reversed for superconducting qubits, where the main characteristics are the strong coupling

and the relatively short coherence time. It is therefore interesting to consider ways to merge

the virtues of these two systems.

Different approaches were proposed recently, such as to couple an ensemble of trapped polar

molecules to a transmission line resonator [19]. The molecules would serve as a quantum

memory with a long lifetime, while strongly coupled to the cavity modes. Another proposal

suggests to capacitively couple a transmission line resonator to a temporarily excited Rydberg

atom, making use of their large dipole moment [20].

This thesis is part of a long term project with the objective to develop such a hybrid sys-

tem for quantum information processing. In particular one aims to investigate the coherent
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coupling of atomic with solid state degrees of freedom, where the internal atomic states of

interest are different Stark states of highly excited Rydberg atoms.

These states exhibit a huge electric dipole moment which is a crucial requirement to achieve

strong coupling to microwave photons in a circuit QED environment. The transition frequency

between two adjacent Rydberg states is determined by their principal quantum number n and

is below ≈ 50 GHz for n ≥ 50. This is within the reach of current circuit QED setups. Com-

bined with the long coherence time of these Rydberg states, they seem to be an optimal choice

to realize an atom - solid state interface for future quantum information applications.

In first experiments a beam of hydrogen atoms excited to Rydberg states will be prepared

and investigated [21]. The effects of the interaction with surfaces of different materials will be

studied along with their distance dependence. Subsequently, the atom beam will be exposed

to the microwave field of a transmission line resonator. This radiation will induce excitations

from the n to the n+1 Rydberg level, if the applied frequency is resonant with this transition.

Such changes in the principal quantum number of the Rydberg atom can be detected with

the experimentally well established state selective field ionization [22].

These early results shall then pave the way towards more elaborate experimental schemes,

aiming to decelerate and to trap a single Rydberg atom in the vicinity of a transmission line

resonator and to coherently couple these two systems. Ultimately this will allow to transfer

quantum information from a superconducting qubit to an atomic qubit, serving as quantum

memory with a long coherence time. At the same time, the advantage of fast operation times

of superconducting qubits will be preserved.
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2. Rydberg Atoms

2.1. Historical Background

In 1860, roughly speaking half a century before the birth of quantum mechanics, the chemist

Robert Bunsen and the physicist Gustav Kirchhoff discovered that each chemical element has

its very own emission spectrum. In their experiments they found that a hot tenuous gas emits

light only at a number of well defined wavelengths, comparable to an optical fingerprint for

each element.

Though not understanding the underlying physics of this phenomenon, Johann Balmer found

15 years later a relation predicting accurately the emission wavelength λ of the hydrogen

atom [23],

λ =
bn2

n2 − 4
(2.1)

where b = 364.56 nm and n a natural number larger than two. By rewriting this equation

in terms of the inverse wavelength 1
λ and by replacing 4 by 22 one can realize that it returns

the wavelengths of transitions from higher lying levels to the n = 2 level. The ensemble of all

those lines is called the Balmer series and lies partially in the visible range.

By further substituting 4
b with RH and by generalizing the final state from n′ = 2 to an

arbitrary n′ < n we arrive at the Rydberg formula [24]

1

λ
= RH

(

1

n′2
− 1

n2

)

, (2.2)

where RH = 1.09678 × 107 m−1 [24]. By the time when Johannes Rydberg published this

formula in 1889, it could indeed predict all the spectral lines of the hydrogen atom with very

high accuracy, but the natural numbers n and n′ did not yet have a physical interpretation.

The link between the puzzling occurrence of the spectral lines and their excellent prediction,

was missing for many years to come, until Niels Bohr proposed his model for the hydrogen

atom in 1913.

In this model the electron moves in circular orbits around the proton. In addition to the

classical laws of physics, he imposed two further assumption. The first one was that the

electron did not continuously emit radiation, which was a requirement for stable orbits. The

second one was to quantize the angular momentum, which was motivated by the fact that

the spectral lines occurred at discrete wavelengths. By considering the total energy of each

orbit, he found a relation for the allowed transition energies given by [23]
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2.2. Wavefunction of Rydberg atoms

E2 − E1 =
e4me

(4πε0)
2 2~2

(

1

n21
− 1

n22

)

, (2.3)

where the Plank relation Eλ = hc allows to directly relate this equation to the Rydberg

formula 2.2 from above. One finds [25]

R∞ =
e4me

8ε2h3c
= 1.09737× 107 m−1 ≈ RH , (2.4)

where R∞ indicates that in the derivation of this relation the mass of the nucleus of the

atom was assumed to be infinitely large. Nevertheless, this value agrees very well with the

empirically found value RH and can indeed be considered as a milestone in physics.

Another important result of the Bohr model is its prediction about the radius of the electron’s

orbit, which shows the importance of Rydberg atoms. Due to the quantization only certain

radii are allowed and are given by:

rn =
4πε0n

2
~
2

e2me
(2.5)

Even though the assumption of circular orbits of the electron is oversimplified, the Bohr model

correctly predicts that the radius scales quadratically in n, which is of great importance for

the exaggerated properties of highly excited Rydberg atoms. An electron in the n = 10 state

is on average 100 times further away from the ionic core than an electron in the ground state.

The binding energy for example of such an electron will substantially be reduced, while the

dipole moment of the atom will strongly be enhanced. Evidently, such atoms will show inter-

esting properties which are worth studying.

2.2. Wavefunction of Rydberg atoms

The goal of this section is to derive and highlight some of the properties of Rydberg atoms

and to go beyond the Bohr model described above. Despite its nice simplicity, the model can

explain surprisingly well some of the basic properties of the hydrogen atom, but fails when it

comes to more subtle effects. For a thorough discussion of the hydrogen atom one needs to

know its wavefunction and the starting point for this is the Schrödinger equation.

At this point it is convenient to introduce atomic units, which are chosen such that all relevant

parameters are in units of the corresponding hydrogen ground state parameter. The unit of

the mass for example is switched from kilogram to the mass of an electron and the length

from meter to the radius of the first Bohr radius. For a table of the most important units see

Tab. A.1.
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2.2. Wavefunction of Rydberg atoms

2.2.1. Solution in spherical coordinates

The Schrödinger equation for the wavefunction of an electron in a hydrogen atom in atomic

units is given by [23]

Hψ =

(

−∇2

2
− 1

r

)

ψ = Eψ , (2.6)

where H is the Hamilton operator, r the electron’s distance from the core and E is its energy.

Here the mass of the core is assumed to be infinite, which is a common approximation. To

solve this equation one can use the spherical symmetry of the problem, which suggest to

employ a separation ansatz, i.e. to write the wavefuncion as product of the angular and the

radial component. The solution in spherical coordinates is then given by [26]

ψnlm (r, θ, ϕ) = |nlm〉 = Rnl(r)Ylm (θ, ϕ) , (2.7)

with the well known principal quantum number n, the orbital quantum number l and the

magnetic quantum number m. Rnl are the radial wavefunctions of the hydrogen atom and

Ylm the spherical harmonics. A detailed derivation of this solution, as well as an analytical

expression for the wavefunctions, can be found for example in Ref. [25] or in any textbook

on quantum mechanics.

An important result of the quantum mechanical treatment of the hydrogen atom is the quan-

tization of the energy levels given by:

Enlm = − 1

2n2
(2.8)

The energy depends only on the principal quantum number n and each energy level shows a

degeneracy of n2.

The wavefunction ψnlm (r, θ, ϕ) of the electron of the hydrogen atom allows to calculate the

expectation value of any operator and to derive important scaling laws. Of particular interest

for Rydberg atoms is the expectation value of the distance between electron and nucleus [23]

〈r〉 = 1

2

[

3n2 − l (l + 1)
]

. (2.9)

As the orbital quantum number l can take values only up to l = n− 1, the expectation value

increases faster than 1
2

[

2n2 + n
]

. A list of some quantities of interest with their scaling law

for large n is given in the table 2.1 below.

Property n dependence

Binding energy n−2

Orbital radius n2

Energy between adjacent n states n−3

Dipole moment n2

Radiative lifetime n3

Table 2.1.: Scaling laws for different quantities of highly excited Rydberg atoms [23].
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2.2. Wavefunction of Rydberg atoms

So far only the case of the hydrogen atom was discussed, but the term ’Rydberg state’ is

used for any atom or even for molecules [26] excited to states with a high principal quantum

number n. If one considers for example the Na atom excited to a Rydberg state, the difference

is that the ionic core Na+ now consists of eleven protons and ten electrons. As the average

distance of the electron to the core is around two orders of magnitude larger than the core

itself, it is reasonable to assume that the properties of all Rydberg atoms are similar.

If the electron is in a high l-state it rarely comes close enough to the center, such that the

ionic core can be approximated by a point charge, as in was done for the hydrogen atom [23].

However, if the Rydberg electron comes close to the core region, the exact charge distribution

becomes important. The electron can polarize or even penetrate the Na+ core, which both

increases its binding energy [23]. These effects are usually only relevant for states of low

orbital angular momentum.

2.2.2. Linear Stark effect

In the previous section the Schrödinger equation for the hydrogen system was solved in spher-

ical coordinates. Due to the spherical symmetry of the electric field of the proton in the

hydrogen atom, it was possible to separate the variables and to find analytical expressions for

all the eigenfunctions |nlm〉 .
Of particular interest for the following chapters is the question, how an external homoge-

neous electric field ~F = (0, 0, F ), where F = |F |, alters the energy levels of the hydrogen

atom. The field is assumed to be small enough to be treated as perturbation. This new

system is described by the Hamiltonian operator

H = H0 + Fz = H0 + Fr cos θ , (2.10)

where H0 is the Hamiltonian of the unperturbed hydrogen atom, see Eq. 2.6. In the second

equation the z coordinate is expressed in spherical coordinates. The perturbation matrix

elements 〈n′l′m′ |Frcosθ|nlm〉 can be written as a product of an angular and radial part,

F
〈

n′l′ |r|nl
〉 〈

l′m′ |cos θ| lm
〉

. (2.11)

Furthermore, the characteristic symmetry properties of the spherical harmonics allow to derive

selection rules for this electric dipole interaction given by

∆m = 0 ∆l = ±1 ∆n = 0,±1,±2, ... (2.12)

One immediate result of this perturbation analysis is that the l degeneracy of the states

with the same quantum number n is lifted, a consequence of the broken spherical symmetry.

Another important result is a linear Stark shift, which modifies the energies of the states

proportional to the electric field strength F. This follows from the linear F dependence of

the off diagonal elements in the perturbation matrix, which implies that its eigenvalues are
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2.3. Solution in parabolic coordinates

proportional to F as well [23].

To find new eigenfunctions, which ideally diagonalize the full Hamiltonian, one starts from

the eigenfunctions of the unperturbed system. The ansatz for the perturbation expansion is

that the solutions for the new eigenstates |n〉 and the new eigenvalues En can be written as

[27]

En = E0
n + FE1

n + F 2E2
n + ... (2.13)

|n〉 =
∣

∣n0
〉

+ F
∣

∣n1
〉

+ F 2
∣

∣n2
〉

+ ... (2.14)

where F is the perturbation parameter which in this case is the electric field. The first term

in the expansion comes from the unperturbed system and the superscript indicates the order

of the expansion. In general this is an infinite series which does not necessarily converge, but

in many cases it is sufficient to consider only terms up to first or second order. The analytical

solution of the unperturbed system of the hydrogen atom in Eq. 2.7 could in principal be

used for this calculation. This would however be quite difficult to do for the following reason.

The states of the same quantum number n in the unperturbed system are degenerate and,

even worse, the perturbation term Fz mixes those states as it is shown in Eq. 2.12. The

consequence is that perturbation theory for degenerate states must be used, and hence for

each energy level a basis needs to be found which diagonalizes the perturbation matrix [27]

in the subspace of this energy level.

A convenient way to circumvent this problem is to use parabolic coordinates for the quan-

tization of the hydrogen atom [28]. The problem remains separable and in particular the

eigenfunctions diagonalize the perturbation matrix which facilitates calculations.

2.3. Solution in parabolic coordinates

The optimal choice of the coordinate system is closely related to the symmetry of the problem

to solve. For the unperturbed hydrogen atom spherical coordinates are appropriate, but for

problems where a specific direction is distinguished, parabolic coordinates are a better choice

[28]. The parabolic coordinates ξ , η and ϕ are defined by the relations

x =
√

ξη cosϕ, y =
√

ξη sinϕ, z =
1

2
(ξ − η) (2.15)

r =
√

x2 + y2 + z2 =
1

2
(ξ + η) (2.16)

and inversely by (2.17)

ξ = r + z η = r − z ϕ = arctan
y

x
. (2.18)

By writing the unperturbed Schrödinger equation in parabolic coordinates and making the

separation ansatz Ψ = f1 (ξ) f2 (η) e
imϕ, it is again possible to find analytical expressions for

the eigenfunctions. A detailed derivation can be found in [28]. The functions are given by
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2.3. Solution in parabolic coordinates

|n1n2m〉 = Ψn1n2m (ξ, η, ϕ) =

√
2

n2
fn1m

(

ξ

n

)

fn2m

(η

n

) eimϕ

√
2π

(2.19)

with

fpm (ρ) =
1

|m|!

√

(p+ |m|)!
p!

F (−p, |m|+ 1, ρ) e−ρ/2ρ|m|/2 , (2.20)

where F (α, γ, z) is the confluent hypergeometric function [28]. Here it is good to know that

if α is a negative and γ a positive integer, then this function is a polynomial of order |α| and
is equivalent to the generalized Laguerre polynomials Lγ

|α| up to a constant factor.

In parabolic coordinates, every stationary state is fully described by the two nonnegative

parabolic quantum numbers n1 and n2 and the magnetic quantum number m. The principal

quantum number n is given by the relation

n = n1 + n2 + |m|+ 1 , (2.21)

which determines the allowed quantum numbers. By counting all possible combinations of

n1, n2 and m one finds a degeneracy of n2 which agrees with the previously found results for

the eigenstates in spherical coordinates. The parabolic state |n1n2m〉 with principle quantum

number n can be written as a superposition of these states like [23]

|n;n1n2m〉 =
∑

l

〈nlm|n1n2m〉 |nlm〉 . (2.22)

It follows that its energy is again given by En = − 1
2n2 .

2.3.1. The Hydrogen atom in an electric field

The reason why parabolic coordinates are introduced, was the observation, that the eigen-

functions in spherical coordinates are not optimal to describe a hydrogen atom in a weak

electric field along the z - axis. While these wavefunctions are symmetric about the z = 0

plane, the parabolic eigenfunctions are asymmetric about it. The argument why this asym-

metry is useful, is that an external field ~F = (0, 0, F ) leads to different potential energies for

an electron with a positive and negative z value.

A convenient measure for this asymmetry in parabolic coordinates is given by the quantum

number k = n1 − n2, where the allowed values for k are defined by the relation 2.21. For

k > 0 the density distribution is larger on the side with z > 0, and for k < 0 the contrary

holds. This effect is shown in Fig. 2.1, where the density distribution |ψ|2 for the eigenstates

with n = 8, m = 0 and different k values is plotted in the x-z plane. One can clearly see the

that for positive k the electrons are dominantly found along the positive z - axis, and vice

9



2.3. Solution in parabolic coordinates

k = 7

k = -7

k = 3

k = -3

Figure 2.1.: The four plots show the probability density distribution |ψ|2 of the parabolic eigenfunc-
tions with n = 8 and m = 0 for different values of the k quantum number in the x-z plane. There
is no applied electric field, such that the quantization axis z can be chosen arbitrarily. For positive k
the electron is preferably along the positive z-axis. The effect is more pronounced for higher k. The
distribution for negative k values are given by a mirroring about the z = 0 plane

versa for negative k1.

From these figures it is apparent that for larger values of |k|, the electrons are on average

further away from the z = 0 plane. This characteristic will lead to a splitting of the energies

of the k states if an electric field ~F = (0, 0, F ) is applied.

This energy shift for the parabolic eigenstates is calculated with perturbation theory and the

first order correction is given by [28]

E(1) =
3

2
Fnk , (2.23)

where F is the electric field strength defining the z - axis and n is the principal quantum

number. The energy of the state |n1n1m〉 is thus given by

1It is a bit unfortunate that the plots are dominated by the large, but finite and narrow peak close to the
origin. However, the integration over the whole space shows that its contribution for large n is actually
negligible. The figures of the density distribution of the same eigenstates in reference [23] or [22] are scaled
by r2, which is justified by an ’improved visibility’. Those plots look more instructive, but no longer show
the correct distribution in the x-z plane. Therefore this scaling was skipped here.
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2.3. Solution in parabolic coordinates

En1n2m = − 1

2n2
+

3

2
Fnk . (2.24)

The first term is the binding energy of the electron in the unperturbed system, as it is

given in Eq. 2.8. The linear field dependence of the energy shift was previously obtained

by the perturbation matrix in spherical coordinates. The important advantage of parabolic

coordinates is now, that states of equal quantum number n are not mixed by the applied

field, since the perturbation matrix in parabolic coordinates is diagonal in this subspace. To

calculate the new eigenfunctions of the problem, one has to consider only additional terms in

the expansion 2.14 originating from the coupling to levels of different n. These contributions

are proportional to 1
∆E , where ∆E is the energy difference between those levels [27].

Fig. 2.2 shows this linear splitting of the energy for the n = 4 level in an electric field in

arbitrary units. The allowed combinations of the quantum numbers m, n1 and n2 for a given

n are given by Eq. 2.21 and are indicated in the figure. If n and m are fixed, then

n1 = 0, 1, 2, ..., n− |m| − 1 (2.25)

n2 = n− |m| − 1, n− |m| − 2, ..., 1, 0 , (2.26)

from which follows that k = n1−n2 can take values ranging from −n+ |m|+1 to n− |m| − 1

in steps of two. Therefore there are n− |m| such levels and each of them shows a (n− |k|) -
fold degeneracy.

States with lower energy in an applied electric field ( k < 0 ) are commonly referred to ’red-

shifted’ or ’high-field seeking’ states, and to ’blue-shifted’ or ’low-field’ seeking states ( k > 0

) if their energy is increased, respectively. This is a very instructive notion and will be used

throughout this thesis, as it is related to the energy of the Rydberg atom in the electric field.

In Fig. 2.2 the calculated energy levels of all Stark states in the hydrogen atom from n = 6

to n = 8 are plotted versus the applied electric field strength. One can see that if the field

reaches a certain threshold, the most blue-shifted state crosses the most red-shifted state of

the next higher n level. The field strength at which this occurs is called Inglis-Teller field and

is given by [23]

FIT =
1

3n5
, (2.27)

where n is the principal quantum number of the blue-shifted state. In case of the hydrogen

atom, these two states are exactly degenerate at the crossing. The reason for this is an

additional symmetry of the coulomb potential, resulting in a constant of motion in the classical

description (Runge-Lenz vector) and in an operator which commutes with the Hamiltonian in

quantum mechanism, leading to an extra degeneracy [28]. In the hydrogen atom this operator

has different eigenvalues for the two states, allowing them to cross.

However, in non-hydrogenic atoms the potential deviates from the perfect coulomb potential,

leading to an interaction between the different Stark states and the crossing between them

11



2.4. Field ionization of Rydberg atoms
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Figure 2.2.: (a) The linear Stark effect in the hydrogen atom for n = 4 in arbitrary units. The
energies of all Stark states are plotted vs. the electric field and for each k = n1−n2 value, the allowed
magnetic quantum number m is given. (b) All hydrogenic Stark states from n = 6 to n = 8 are
plotted. Above a certain field strength, known as Inglis-Teller field, Stark states with different n start
to cross. For hydrogen atom, these crossings are not avoided.

becomes avoided [29]. This effect then limits the electric field that can be applied in some

experiments [30].

2.4. Field ionization of Rydberg atoms

Field ionization of Rydberg states is an important tool for various experiments as it enables

to determine both the position [31, 21], as well as the state of the Rydberg atom [23, 26].

The required field to ionize an atom in is ground state is fairly large, but decreases rapidly

with increasing n, which facilitates the experiments.

There is an instructive method to estimate the ionization field for Rydberg states. The

potential energy of the hydrogen’s electron in an external field is given by

V = −1

r
+ Fz , (2.28)

which was previously used in Eq. 2.6 and 2.10. The location of the saddle point of this

potential along the z - axis is found by setting ∂V
∂z = 0 and is given by z = − 1√

F
, where the

value of the potential is V = −2
√
F . By assuming that the electron is in the most red-shifted

state, such that n ≈ −k, then the classical condition for the ionization is [29]

E = − 1

2n2
− 3n2F

2
= −2

√
F , (2.29)

which follows from Eq. 2.24. Using this equation one finds a threshold field of

F red
ion =

1

9n4
. (2.30)
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2.5. Lifetime of Rydberg states

The ionization field for the most blue-shifted state will be about twice as large as the one

calculated here for the most red-shifted state [29]. For the blue-shifted states (k > 0) the

probability distribution is highest for positive z values, as it is shown in Fig. 2.1. On the

other hand, the saddle point is located at the negative side of the ion core, which makes it

less likely for the atom to be ionized. This qualitatively explains why a higher ionization field

is required for the blue-shifted states.

This characteristic allows not only to gain information about the principal quantum number

n, but also about the Stark state of an atom by applying electric fields of different magnitude,

which is explained in more detail in Section 3.3.

As quantum mechanics is not deterministic, this process is described by the probability that

an atom is ionized within a certain time interval for a given electric field . An approximation

of this rate for the hydrogen atom is given in [32]. It is useful to note, that this rapidly

increases to rates of 106 s−1 to 109 s−1 over a very narrow field range above the ionization

limit [26].

2.5. Lifetime of Rydberg states

An important requirement for experiments conducted with Rydberg atoms is that the duration

of an experimental cycle does not exceed the lifetime of the state of interest. For Rydberg

atoms in an electric field well below the ionization limit, this time is determined by the

spontaneous decay and by black body radiation induced transitions. At a finite temperature

T , it is given by [23]

1

τT
=

1

τ
+

1

τbb
, (2.31)

where τ is the lifetime at 0 K and τ−1
bb the decay rate due to black body radiation.

Spontaneous emission

The spontaneous decay rate from the energy level with quantum number n to a lower lying

level n′ is characterized by the Einstein A coefficient, for which in the field free case [23]

An′l′,nl ∝ ω3
n′l′,nl

∣

∣

〈

n′l′ |r|nl
〉∣

∣

2
(2.32)

holds, where ωn′l′,nl is proportional to the energy difference between the states |nl〉 and |n′l′〉.
The scaling with ω3 generally implies that the decay into the ground state dominates this

process, if the transition is allowed. This leads to another important conclusion for low-l

states. As for states n′ → ∞ the transition frequency ω to the ground state approaches a

constant value, the decay rate essentially depends on the overlap of the two wavefunctions.

The amplitude of the wavefunction |n′l′〉 in the immediate vicinity of the core region scales

13



2.5. Lifetime of Rydberg states

like n−
3

2 [26], which implies that the decay rate An′l′,nl scales like n−3 and therefore the

lifetime with n3.

The lifetime of Stark states with a high principal quantum number n scales even like n4.

The reason for this difference is that the Stark state is a superposition of different l states,

as shown in Eq. 2.22, and that the decay rate for high-l states is suppressed. This leads to

radiative lifetimes for Stark states with n ≈ 20 of several tens of microseconds [29].

Black body radiation induced transitions

Rydberg atoms are very sensitive to black body radiation, even at room temperature. The

lifetime limited by black body radiation τbb scales like n−2, which is slower than the scaling

of the spontaneous decay rate [29]. There are mainly two reasons for this. For high quantum

numbers n the energy separation between adjacent levels is small, as this difference scales like

n−3, see Tab. 2.1. The second reason is that the dipole transition rates between Rydberg

states is large, which strongly couples them to the radiation field.

The black body radiation field can be characterized by the number of photons per mode of

the radiation field. This photon occupation number n̄ is given by [29]

n̄ =
1

e
hν

kT − 1
, (2.33)

which is reduced to n̄ ∼= kT
hν if hν ≪ kT holds. From this relation one can draw an inter-

esting conclusion. Black body radiation at frequencies higher than kT
hn̄ , where n̄ ≪ 1, can

be neglected, because the vacuum fluctuations are given by n̄ = 1
2 [23]. In this regime the

spontaneous emission is dominant, which is based on those vacuum fluctuations. However,

if n̄ ≈ 10, transition rates induced by black body radiation between Rydberg states can be

larger by an order of magnitude compared to the rates of spontaneous emission [23].

Another difference to the spontaneous emission is that these transitions are preferably be-

tween neighbouring n levels, due to the small energy gap and the high photon occupation

number of the black body radiation field at low frequencies. From Fig. 2.1 it is as well appar-

ent that transitions to states of similar k values are favored, as their wave function overlap is

largest. Black body radiation therefore leads to a mixture of states among the initial values

of n and k. At room temperature this happens on the timescale of 20 µs for Rydberg states

with n = 20 [29].

The relevant parts of the experiment, which is discussed in the subsequent chapters and il-

lustrated in Fig. 3.1, is cooled to 4 K. This will drastically reduce the radiation from the

background, such that the effect of the black body radiation is assumed to be negligible [33].

In this environment, the lifetime of a n = 30 and k = 25 Stark state of the hydrogen atom

– similar states will be used in the experiment – is expected to be close to the fluorescence

lifetime of 135 µs determined in a recent experiment [21]. This obtained lifetime is mainly

limited by the spontaneous decay [33], as it will be the case in the current experiment.

14



2.6. Acceleration of Rydberg atoms in inhomogeneous electric fields

2.6. Acceleration of Rydberg atoms in inhomogeneous electric

fields

Rydberg atoms in an inhomogeneous electric field are subject to a force based on the linear

electric field dependence of the energies of Stark states, as given in Eq. 2.24. This relation

was derived by first order perturbation theory and the force acting on the Rydberg atom can

be calculated by taking the negative gradient of the potential energy [29]:

~f = −∇EStark = −3

2
nk∇F = − |µ| ∇F (2.34)

Here |µ| = 3
2nk is the dipole moment of these atoms. Due to the huge separation between

the core and the valence electron in highly excited Rydberg atoms, this dipole moment can

exceed naturally occurring dipoles in polar molecules by several orders of magnitude [30].

These special property gave rise to experiments aiming to decelerate atoms or molecules in

order to obtain a ensemble of ultra cold particles to perform high resolution spectroscopy

for example[30]. In these experiments, a beam of atoms with ideally zero transverse velocity

propagates along the z - axis and is excited to a Rydberg Stark state. If the z - component

of ∇F is nonzero, then the beam is either accelerated or decelerated, depending of the Stark

state. For ∂zF < 0 the blue-shifted states (k > 0) are accelerated and the red-shifted (k < 0)

states decelerated. For ∂zF < 0 it would be reverse. Assuming static fields, one can calculate

the change in the kinetic energy [29]

∆Ekin = −3

2
nk (F (zf )− F (zi)) = −3

2
nk∆F. (2.35)

In such an experiment [30] Argon atoms in a homogeneous electric field of 367 V/cm are

excited to the k = −21 and n = 22 state, therefore the most red-shifted Stark state. By

using Eq. 2.35 one finds a maximum change in the kinetic energy of 2.15 × 10−22J which

corresponds to a deceleration of 80 m/s compared to the initial velocity 588 m/s. A problem

of this deceleration scheme is that the electric field cannot be increased arbitrarily, as it would

be suggested by Eq. 2.35. The maximal applied electric field is limited by the avoided cross-

ings between different Stark states, occurring at a field strength above the Inglis-Teller limit.

However, by applying time dependent fields the deceleration can be improved, as explained

and demonstrated in Ref. [29, 30, 21]

Equation 2.35 for the change in the kinetic energy does not depend on the specific atom. It

follows that the lighter hydrogen atoms are far easier to decelerate than Argon atoms. This

enabled to stop hydrogen atoms and to load them into a two [34] or three dimensional trap

[21], respectively. The trapping is achieved by a quadrupole configuration of the electrodes,

resulting in a field minimum in the center. For blue-shifted Rydberg states this results in a

potential minimum, and the field gradients generate forces that confine these Rydberg atoms.

This experimental setup will be discussed in more detail in Section 4.5.1.
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3. Experimental Setup

The experimental setup is partially based on previous designs for the deceleration and the

electrostatic trapping of Rydberg atoms [35, 21, 29] and is illustrated in Fig. 3.1. A supersonic

beam of hydrogen atoms propagates along the main axis, which is either called z-axis or beam

axis throughout this thesis. Four parallel cylindrical electrodes are placed along this axis.

Between the first pair, the excitation region, laser radiation will excite the hydrogen atoms

to a Rydberg state with a specific n and k value. In the second stage, the atom beam will

traverse an atom chip. Between the third and last electrode, the ionization region, a large

voltage pulse field - ionizes the atoms and accelerates them towards the multichannel plate

(MCP) detector. The whole experiment is conducted in vacuum.

As an extension of previous setups for the deceleration of Rydberg atoms [30, 21], in the

new design all relevant parts of the experiment are cooled down to a temperature of 4 K

with a pulse-tube cooler. This enables to investigate the interaction between Rydberg atoms

and on-chip superconducting microwave resonators, which is of particular interest, as such

resonators are used for solid state based qubit implementations [36].

1 2 3 4

Figure 3.1.: (a) Cross section of the experimental setup with the vacuum chamber, the pulse tube-
tube cooler and the indicated MCP detector. The atom cloud is generated by the pulsed valve and the
skimmer, see Section 3.1. (b) Enlarged view of the electrode stack. The different regions are labeled
and the electrodes are numbered according to the description in the text.
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3.1. Supersonic gas beam

3.1. Supersonic gas beam

A supersonic gas beam can be generated by passing a gas through a pulsed valve into vacuum

[29]. There the gas will expand adiabatically and at a certain distance along the z-axis, the

gas passes a skimmer into a second vacuum chamber. In this way a gas sample is generated

with a low transverse kinetic energy, as explained in detail in Ref. [37]. The spread ∆v

around the mean velocity is assumed to follow a normal distribution and can be related to a

temperature by m/2 (∆v)2 = kBT , where kB is the Boltzmann constant. A schematic figure

of this process is shown in Fig. 3.2.

In the experiment, the initial gas is a mixture of NH3 seeded in a rare gas. The reason of

this seeding is to lower the average velocity of the particles of interest. In fact, the Maxwell

Boltzmann distribution predicts a mean velocity that is proportional to 1√
m

of the gas par-

ticles with mass m . Therefore the heavier the particle, the lower is the mean velocity at

a given temperature. The idea is now, that by collisions of NH3 with heavier atoms, the

mean velocity of the gas of interest can be pushed below the mean velocity predicted by the

Maxwell Boltzmann distribution at a given temperature.

Another, actually more important reason, is to avoid that the NH3 molecules stick together

[33]. The initial gas mixture consists of approximately 90 % rare gas, which ensures a homo-

geneous distribution of the NH3 molecules.

The ground state hydrogen atoms are generated by excimer laser photolysis of NH3 [34]. This

laser radiation is applied between the pulsed valve and the skimmer.

In the excitation region between electrode 1 and 2, see Fig. 3.1, two counterpropagating laser

beam cross the atom beam. Vacuum-ultraviolet (VUV) laser radiation drives the transition

between the hydrogen ground state and the intermediate 2 2P state. UV laser radiation sub-

sequently excites the atom to a specific Rydberg Stark state in the range of n = 20 to n = 35.

This resonant two-photon transition is schematically illustrated in Fig. 3.2.

E
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e
rg

y

hν1

hν2

1 2S 

2 2P 

n, k  Stark State 
b

Vacuum pump Vacuum pump

P ~ 10-5 mbar P ~ 10-5 mbar

P ~ 3 bar
Skimmer

pulsed valve

a

Figure 3.2.: (a) Schematic drawing of the process to generate a supersonic beam. The gas with
a pressure of P0 ≈ 3bar is initially passed through a pulsed valve into vacuum, where it expands
adiabatically before it traverses a skimmer with an opening of 5 mm. This procedure allows to select
the translationally coldest particles. (b) Resonant two-photon to a Rydberg stark state with quantum
numbers n and k via the intermediate 2 2P state. ν1 is in the VUV and ν2 in the UV range.
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3.2. Electrode stack

3.2. Electrode stack

The electric field in the excitation and the ionization region is generated by a set of four

electrodes. The different stages are schematically drawn in Fig. 3.3.

In the excitation region an electric field of around around 100 V/cm will be applied such

1 2 3 4

0 mm 11 mm 26 mm 37 mm

PCP

Beam axis

MCP

≈ 277 mm

1 mm

excitation  region ionization  region

Figure 3.3.: Schematic assembly of the stack electrodes along with relevant length scales. The beam
passes the cylindrical electrodes through an opening in the center. The atoms are excited between
the first and second electrode before they cross the printed circuit board (PCB) in the center region.
After the atoms are ionized between the third and fourth electrode, they are accelerated towards the
MCP.

that the different Stark states are sufficiently separated and therefore accessible by the laser

radiation. The bandwidth of the excitation laser is 0.008 cm−1 [29]1 and the energy separation

between two adjacent Stark states with principal quantum number n = 30 is 0.384 cm−1 in

an electric field of 100 V/cm. In addition, the field must be lower than the Inglis-Teller field.

Further more, the electric field seen by the atoms should not drop below around 10 V/cm

[33], in order to ensure a quantization axis for Stark states along the entire beam axis [21].

In this experiment it is not intended to decelerate the atoms. Therefore, one would preferably

have a homogeneous electric field along the beam axis, but here this is not a strict require-

ment. The quantization axis z of the atom follows the changing field direction, as long as this

change is slow compared to the transition frequency between adjacent Stark states [38]. As

in this experiment the atoms are slow and the applied fields are static or only slowly varying,

the evolution of the electric field seen by the atoms can be considered to be adiabatic and the

Stark state to be preserved.

3.2.1. Electric field simulations

Close to the atom chip in the region between the second and the third electrode, it will be

difficult to maintain the original field strength. As the chip is connected to ground, its surface

1Numerical values of the energy are commonly given in units of 1

cm
. The conversion to standard units is

given by the relation E[cm−1] = E[J] · hc
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3.2. Electrode stack

will be on an equipotential surface and the electric field close to the PCB is reduced.

To illustrate this, the magnitude of the electric field is shown in Fig. 3.4 for different uniform

materials of the PCB. Using a finite element program2, it is possible to calculate the electric

fields at the position of the atom beam for different sample materials and potential configu-

rations.

For a copper sample, the electric field strength above the surface is substantially reduced, as

expected. The large peak in Fig. 3.4 (b) is due to the potential difference between electrode

and chip, combined with the relatively short separation of 2 mm. To remove this peak the

applied potentials were adjusted in plot (c). However, by applying time dependent potentials

on the electrodes in the experiment, it should be possible to account for these effects. The

idea is to optimize the electric field at the instantaneous position of the atom cloud along

the axis. This means that while the atoms are right above the chip, large potentials can be

applied to maintain a certain field strength. In the same way the fluctuations in the electric

field seen by the atoms can be reduced.

If no sample is inserted, see Fig. 3.4 (a), the field strength is constant in between the elec-

trodes, while showing a slight decline at the crossing of the electrodes. However, this should

not be an issue for the stability of the internal state of the Rydberg atoms [33].

Fig. 3.4 (d) shows the result if a dielectric medium3 is placed at the position of the PCP.

The peaks of the electric field strength between the electrodes and the sample are observed

similar to the case of the copper sample, though their amplitude is lower and in between the

electrodes the field is homogeneous.

3.2.2. Field ionization region

In the ionization region, a large voltage pulse on the third electrode is applied in order to

ionize the atoms and to accelerate the ions in positive z direction towards the MCP detector.

Using Eq. 2.30 the required ionization fields can be calculated. For Rydberg states in the

range of n = 30 and a k value around 25, the ionization field for such a blue-shifted state can

be estimated:

Fion

[

V

cm

]

= 2
1

9n4
C = 2

1

9 · 304 · 5.14× 109
V

cm
= 1.41× 103

V

cm
. (3.1)

C in the second equation is the conversion factor from atomic to standard units, given in Tab.

A.1. For a separation between the two electrodes of 9 mm the required voltage difference is

around 1.3 kV. If state selective ionization is required, it is important to precisely control the

amplitude of the applied pulse. As the rise time should be short4 it is important to consider

unavoidable overshoot of the pulse amplitude as response to an applied square voltage pulse.

Eventually, it is necessary to take the electric circuit properties of the electrodes and the

cabling into account.

2For the simulation of the electric fields Maxwell Software was used, which will be discussed in Section 4.2.2.
3Here Arlon1000 is simulated. This material is used as dielectric in the PCBs which will be used.
4Currently a rise time of around 50 ns is anticipated
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3.2. Electrode stack

Figure 3.4.: Field strength along the beam axis and the distance is measured from the first electrode,
see Fig. 3.3. The region of interest is from the excitation at 6 mm, to the ionization region at around
32 mm. The four black shaded rectangles indicate the location of the electrodes along the z - axis
and next to each the applied voltage is displayed. Note the different scales in the plots for the field
strength. Samples of different materials are used.(a) no sample is installed, (b) & (c) a copper plate
connected to ground, with different applied potentials to the electrodes, (d) a plate of the dielectric
Arlon1000.
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3.3. Detection of atoms with a MCP detector

3.3. Detection of atoms with a MCP detector

After field ionization of the Rydberg atoms in the last stage of the electrode stack, the ions

are accelerated towards the MCP detector, where the impinging ions are recorded [39]. The

MCP is used to reveal information both about the spatial as well as about internal Stark

state distribution of the Rydberg atoms.

3.3.1. Spatial distribution

When an ion hits the MCP detector, its time of flight (TOF) will be recorded. This TOF

spectra can be used to determine the z-position of the Rydberg atom right at the time of

ionization, as with the knowledge of the field distribution and the arrival time, it is possible to

trace the atom back to the initial position [34]. In addition, a phosphor screen can be mounted

to the back of the MCP. The secondary electrons striking this screen induce a fluorescence

signal and unveil the transverse spatial distribution, which can be recorded by a CCD camera

[35].

3.3.2. Internal state spectroscopy

A careful analysis of the TOF spectra, combined with precisely applied ionization fields, is

possible to draw conclusions about the distribution of the different Stark states among the

ensemble of Rydberg atoms. This method makes use of the fact, that the ionization field for

a Rydberg atom depends on the quantum numbers n and k. Therefore the field ionization is

state selective [26]. By applying a ramped electric field at a specific slew rate, while recording

the TOF, it is possible to reconstruct the internal state distribution. The Rydberg atoms are

initially prepared in a well defined state. Therefore this method allows to detect perturba-

tions of this state during the experimental cycle [22] like spontaneous decay or RF radiation

induced transitions.

3.4. An on-chip quadrupole guide for Rydberg atoms

A source of such a RF - manipulation could be an on-chip resonator. It is an intermediate

goal of this project to realize a coupling between the Rydberg atoms and a superconducting

transmission line resonator, hence to demonstrate that these two different physical systems

interact with each other. There are two different ways to observe this interaction.

The first one involves the change of the TOF spectra of the detected Rydberg atoms, as

described above. A second approach, though less instructive, is to detect a state dependent

change in the resonance frequency of the transmission line.

This dipole interaction is determined by the RF field generated by the transmission line and

the internal state of the Rydberg atom. Due to the small two dimensional geometry of the

21



3.4. An on-chip quadrupole guide for Rydberg atoms

transmission line, the magnitude of the RF field will have a strong spatial dependence normal

to the chip. To control the interaction strength it is therefore required, to regulate the exact

position of the atom beam above the chip.

A strategy to achieve this level of control is to generate a potential minimum for certain Ry-

dberg states above the transmission line by an on-chip quadrupole guide. This guide consists

of four parallel wires, set to alternating voltages. For appropriately chosen potentials, this

will lead to a minimum of the electric field strength above the surface, which generates a

potential well for blue-shifted Stark states. The position of the minimum in the transverse

plane can be adjusted by changing the applied voltages.

In the beginning of the experiment it is crucial to understand the individual components of

the experiment precisely in order to gradually extend the range of applications along with

the experimental complexity.

It is for example of particular importance to understand the effect of the surface of the chip

on the Rydberg atoms. Due to their size, they exhibit a huge dipole moment and are very

sensitive to electric fields. In a recent experiment [40], it was found that Rydberg atoms

close to an atom chip show a distance dependent shift of the Rydberg energy levels, though

a broadening of the levels was not observed. These shifts are expected to originate from a

spatially inhomogeneous electric field generated by neutral adatoms deposited on the gold

coated atom chip surface [41, 42].

3.4.1. Design

The aim of the quadrupole guide presented in this thesis is the guiding of Rydberg atoms

across the PCB and as well the possibility to subsequently detect this effect with an MCP

detector. For the first version it was decided to keep the electronic structures on the PCB

sufficiently large, to allow an easy fabrication. This implies that the on-chip electrodes should

be wider than around 300 µm.

Fig. 3.5 shows the drawing of the 34.8 mm × 11 mm PCB, which in the experiment is

mounted to the sample holder, shown in Fig. 3.1. The atom beam crosses the PCB at the

center along the short axis, as indicated in the figure by the red arrow.

The electrodes are aligned on the PCB such that they are parallel to the beam axis over the

longest possible distance and are connected to the voltage source via circular pins. The con-

nection to these pins at the end of the chip is symmetric about the beam axis in the vicinity

of the center, ensuring that the electric quadrupole field lies parallel to the beam axis.

The electric field for this electrode configuration with applied voltages on the four PCB-

electrodes of −40 V, 10 V, −10 V and 40 V is simulated in the transverse plane orthogonal

to the beam axis. It is assumed that the electrodes are infinitely long, which yields reliable

values at the center of the guide. The field strength in the plane exhibits a local minimum

at a vertical distance of about 0.75 mm from the chip surface, as shown in Fig. 3.6. For the

low-field seeking Stark states this corresponds to a potential minimum.
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3.4. An on-chip quadrupole guide for Rydberg atoms
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Figure 3.5.: Drawing of the quadrupole guide electrodes on the PCB. The red arrow indicates the
propagation direction of the atom beam. The electrodes are parallel to the beam axis and are connected
to the voltage source via circular pins.

3.4.2. Calculated properties of the Rydberg atom trap

The plots of the field strength through the field minimum in Fig. 3.6 (b) and (c) show that

the applied potentials on the electrodes lead to a trap for blue - shifted Rydberg states in

the transverse plane. As this confinement in x - and y - direction is ideally translational

invariant along the beam axis, no forces are exerted in this direction, leading to a guide for

the atom beam. Due to the inhomogeneous field, Rydberg atoms off the center axis of the

guide experience a restoring force towards the center, which is given by

~f = −3

2
nk∇F , (3.2)

as described in Section 2.6. From Fig. 3.6 (b) and (c) it is apparent that the potential well

is not harmonic, implying that the transverse trap frequency depends on the offset from the

center. This characteristic leads to effects on the dynamic of the atoms in the trap, that are

discussed in more detail in Section 4.5.1.

Close to the center, the electric field strength depends linearly on the distance to the

minimum and consequently, the force acting on the Rydberg atom does not depend on this

offset. A further analysis shows that the field gradients along both transverse directions are

approximately equal in the vicinity of the center and a numerical value of about 3.5 V/mm2

is found. From this it is possible to calculate the acceleration of an atom with a certain offset

from the center along with its trap frequency. The acceleration in standard units is given by

a

m/s2
= −3

2
a0e

∇F
V/m2

1

mH/kg
nk (3.3)

which follows from Eq. 3.2 and the conversion to SI units by the factors a0 and e, listed in

table A.1. Using this formula for the hydrogen Rydberg state n = 30 and k = 25, along with

the estimated field gradient of 3.5 V/mm2 and the hydrogen mass mH = 1.6737 × 10−27 kg

yields an acceleration of 2.01 × 107 m/s2. For such a Rydberg atom with an offset of d1 =
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Figure 3.6.: (a) Electric field strength in the plane orthogonal to the surface for the indicated electrode
potentials. The dark blue region in the center indicates the local minimum. Plots (b) and (c) show
the field strength along the dashed lines in (a) through the minimum. This shows that the transverse
trap potential for the Rydberg atoms is not harmonic.
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3.4. An on-chip quadrupole guide for Rydberg atoms

0.5 mm from the axis and zero transverse velocity it therefore takes

t1 =

√

2 d1
a

=

√

2 · 0.5× 10−3 m

2.01 m/s2
= 7.05 µs (3.4)

to reach the center. If the offset was only d2 = 0.25 mm, then the Rydberg atom would

need t2 = 4.99 µs to travel to the guide center, which underlines the anharmonicity of the

transverse trap potential. For the later case it takes 20 µs to complete one full oscillation,

which corresponds to a trap frequency of ω1 = 50.1×103s−1, as compared to ω2 = 35×103s−1

for d2.

For those numbers to be meaningful, it is essential to relate them to the expected time the

Rydberg atoms are exposed to this trap potential. The initial longitudinal velocity of the

atoms in the beam is expected to be around 665 m/s. Due to the reduced electric field

strength above the chip, the velocity will be higher in the guide as low - field seeking states

are considered, but the velocity will be of similar size. From trajectory simulations, which

are described in detail in Section 4, a mean velocity of the Rydberg atoms of around 700 -

750 m/s is expected, depending on the applied voltages. For the estimation of the time in

the guide a velocity of 725 m/s is used here.

The other unknown parameter in this estimation is the effective length of the guide. In Fig.

3.5 one measures a guide length of 7.4 mm, given as the distance where the four electrodes

are parallel. A 3D field simulation of the quadrupole field reveals that at the beginning of

the chip the potential minimum is no longer parallel to the surface (see Fig. 3.7), as expected

from the idealized two dimensional simulations, but is curved in negative y direction.

An easy way to circumvent this problem is to use time dependent voltages on the electrodes

Figure 3.7.: 3D simulation of the electric field of the guide electrodes. In the transverse plane at the
center of the guide, the field distribution agrees well with the 2D simulation shown in Fig. 3.6. At the
beginning of the PCB, though, the minimum bends towards the PCB surface.

for the guide, such that the voltages indicated in Fig. 3.6 are applied to the electrodes only

25



3.4. An on-chip quadrupole guide for Rydberg atoms

if the atoms are within the region where the guide is parallel to the surface. Otherwise the

electrodes are set to ground. Due to the small electronic structures it is assumed that the

trap potential can be turned ’on’ very fast5.

From the contour plot in Fig. 3.7 and the maximum guide length of 7.4 mm, an effective

length of 5 mm is estimated. With an average velocity of 725 m/s this leads to a time of

6.82µs in the guide, which is relatively short compared to the above calculated oscillation

time of around 20 µs.

5If one assumes a rise time of 50 ns, which can be considered as an upper limit, then the the Rydberg atoms
advance by 36 µm which corresponds to less than one percent of the total length of the guide.
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4. Trajectory Simulations of Rydberg atoms

4.1. Introduction

In the planned experiments the interaction between two different physical systems will be in-

vestigated, a photon-mediated interaction between atomic and solid state degrees of freedom.

Apart from the size of the two systems, the most obvious difference is their mobility. While

the individual atoms can freely move in space, the solid state device is fixed. Nevertheless, to

make predictions about the effects of the interaction, one needs to know their relative position

at any time during the experimental cycle.

As an analytic solution of the equation of motions is unfeasible, numerical methods are used

to simulate the trajectories. For a given experimental setup there is a series of steps to be

done in order to obtain the trajectories of an ensemble of Rydberg atoms, as schematically

shown in Fig. 4.1.

The force acting on a Rydberg atom and therefore the classical trajectory is determined by

Experimental setup

(Inventor CAD-model)

Chip design

(Inventor CAD-model)

Electrostatic simulation

(Maxwell® software)

Analysis of the "elds

(Mathematica)

Con"guration data

(applied potentials, etc. ) 

Analysis of the trajectories 

(Mathematica)

Combined

CAD-model

Calculated "elds

(* .txt "le)

Trajectory simulations

(c-program)

Figure 4.1.: Sequence of operations for the trajectory calculation. The electric field in the model of
the experiment is simulated with Maxwell and evaluated on a grid. The field at these points is written
to a text file, which is used for the trajectory simulation of the Rydberg atoms.

the applied electric field, as it is described in Section 2.6. To calculate these fields, the first

step is to define the exact geometry of all relevant parts, comprising the electrode stack (Fig.

3.1), the PCB-electrodes (Fig. 3.5) and the MCP detector (Fig. 3.3). The assembly of the
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4.2. Simulation of the electric fields

different parts is done with the Autodesk Inventor CAD program.

In the next step, this CAD model is passed to Ansoft Maxwell, a software employing a finite

element method (FEM) to solve the electrostatic problem and to calculate the electric fields.

For a given potential configuration these fields are then written to a text file which ensures

greatest flexibility for further processing. The fields can afterwards be analyzed in detail

within Mathematica.

Using the field data from the Maxwell simulation the trajectories of the Rydberg atoms are

subsequently calculated in a C-program. At selected times in the experimental cycle, all rel-

evant parameters, such as position and velocity of each atom in the ensemble, are written to

a file. In the post processing these results are visualized in plots of the spatial distribution

of the atoms or the evolution of the phase space in time. These simulation are expected to

predict the effects that are seen in the experiment, or the other way round, to evaluate and

interpret the obtained data [30, 21].

4.2. Simulation of the electric fields

4.2.1. Poisson’s equation and the finite element method

The finite element method (FEM) is a powerful numerical method which can be used to solve

a wide range of boundary value problems, such as the Poisson equation [43]

∇2ψ = −g , (4.1)

where g is the source function. For an electrostatic problem g is given by ρ/ǫ0 , where ρ is the

charge density distribution. In most cases it is not possible to solve this partial differential

equation analytically, and an approximate numerical solution must suffice.

The simplest method is to discretize space to reduce Eq. 4.1 to a set of linear equations. The

solution of these equations yields approximate values of ψ at the discrete grid points. This

method is called finite difference method. If irregular geometries or inhomogeneous fields are

considered, FEM is advantageous.

The underlying idea of this method is that the solution of the field ψ is patched together from

a discrete set of continuous functions rather than just the results obtained at the grid points

[44]. The method is probably best explained in two dimensions. The starting point is the

requirement that the approximate solution ψ fulfills [43]

∫∫

R

[

∇2ψ + g
]

φ dxdy = 0 . (4.2)

Here φ (x, y) is a piece - wise continuous weighting function with φ|Boundary(R) ≡ 0, where R

is the region where the problem is to be solved. In this method the solution is approximated

by a superposition of functions φi,j (x, y) which are only nonzero in a finite area around the
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4.2. Simulation of the electric fields

grid points (xi, yi),

ψ (x, y) =
N
∑

k,l

Ψklφkl (x, y) . (4.3)

Here, N is the number of all rectangular grid points. The choice of the functions φi,j (x, y)

is not unique and a possible set is given in Ref. [43]. In the next step, the coefficients Ψkl

are calculated. This is done by using Green’s identity for the first term in Eq. 4.2, replacing

ψ by the expansion Eq. 4.3 and by inserting φi,j (x, y) for the weighting function in Eq. 4.3.

One then arrives at [43]

N
∑

k,l

Ψkl

∫∫

R

∇φij (x, y) · ∇φkl (x, y) dxdy = g (xi, yj)

∫∫

R

φij (x, y) dxdy . (4.4)

Here, the indices i and j run over all N ′ inner grid points and on the right hand side it was

assumed that the source function g (x, y) varies only slowly on the scale of a grid square, such

that it can be taken out of the integral. After solving the integrals in the above Equation 4.4

a system of N ′ coupled linear equation remains to be solved to obtain the coefficients Ψkl.

So far, a rectangular grid is assumed. This is, however, not a requirement if the basis func-

tions are not explicitly specified. In most applications the base element is not a square, but

a triangle defined by three grid points, as they have proven to be most efficient [44]. For the

transition from the two to the three dimensional case one adds a further grid point above the

surface defined by the triangle in order to realize a tetrahedron. The volume in which the

differential equation is to be solved is then covered by these tetrahedrons, but the principle

of the calculation remains the same [43] as in the two dimensional case.

The size and the shape of these elements can vary in order to cover the region R with a mesh

which fits best the underlying problem. This means, that in areas where the solution varies

rapidly, the density of triangles or tetrahedrons is increased, whereas in other regions the

density is reduced to save computation resources.

Fig. 4.2 shows the mesh used to calculate the electric field strength of the quadrupole field

above the PCB, illustrated in Fig. 3.7. Close to the electrodes the density of the tetrahedrons

is increased, while it is lowered towards the edge of the PCB. The mesh of the vacuum is only

shown in a selected region above the chip. There the maximal size of the mesh was manually

reduced, in order to obtain a smooth solution with a high accuracy.

This method of adjusting the size and shape of the base elements is called adaptive mesh

refinement and can be of great importance for certain problems. If one considers the exper-

imental setup shown in Fig. 3.1, it is immediately apparent that the metallic structures on

the chip are much smaller in size than the stack electrodes. For an accurate solution it is

essential that the mesh above the chip is very fine to account for the fact, that the electric

fields vary over small length scales. In the excitation or ionization region, however, the fields

will be almost homogeneous, allowing to use a coarser mesh.

It is important to note that if a homogeneous grid over the whole geometry was used instead,
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4.2. Simulation of the electric fields

Figure 4.2.: FEM - mesh used to calculate the quadrupole electric field, displayed in Fig. 3.7. Close
to the on-chip electrodes the mesh density is increased to account for the rapidly varying electric fields.
The box above the PCB shows a selected region of the vacuum, where the size of the tetrahedrons was
manually reduced.

which accurately takes the small structure into account, it would be impossible to solve the

electrostatic problem on an ordinary computer due to the extensive memory requirement .

4.2.2. Maxwell software

The simulation software used to calculate the electric fields was Ansoft Maxwell 12.2. Only

some of the key features will be discussed here and this paragraph is not intended to be a

guide on how to use this software.

As indicated in the flowchart in Fig. 4.1, the Inventor CAD model of the experimental setup

can be used in Maxwell, which greatly simplifies the whole simulation procedure. There is an

internal routine which corrects the CAD model to meet the Maxwell standards, such that the

program recognizes the individual components of the model. This enables to assign to each

part in the setup the correct material and later also a selected potential.

Maxwell uses an automatic adaptive mesh technology [45]. As described in the last section

this is in particular important if structures of substantially different size are simulated. In

addition it is possible to define regions with a refined mesh, where one can assign the maximal

distance between two gird points. Here this is used along the whole beam axis, to ensure that

the fields used for the trajectory calculation of the Rydberg atoms are sufficiently smooth

and as accurate as necessary.

As soon as the electrostatic problem is defined, i.e. the potentials on each electrode along
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4.2. Simulation of the electric fields

a b

Figure 4.3.: Complete model, apart from the MCP detector, that was used to simulate the electric
fields for the subsequent trajectory simulation. (b) First two electrodes and PCB.

with the boundary conditions are set, the electric field is calculated. The solution process is

iterative, where in each iteration step the problem is solved for a certain number of tetra-

hedrons. After each step the electrostatic energy of the approximate solution is calculated

and compared with the one of the previous step. If the relative change is very small, this

indicates that the solution converged and that a further refinement of the mesh would not

yield a substantial improvement [45].

A threshold for this relative change can be set in advance, which is then the stopping criteria

for the simulation. The default value for this limit is 1 % but can be reduced if a more precise

result is required. This however does not allow to make a quantitative statement about the

error of the solution, but is only an indication for the accuracy of the field simulation [45].

Figure 4.3 (a) shows the full model used to calculate the electric fields in Maxwell. This

includes the electrode stack as well as the innermost shield. The effect of the rest of the

experimental setup (Fig. 3.1) on the electric fields along the beam axis within the electrode

stack is minimal and not relevant for the trajectories of the Rydberg atoms.

Calculation of the fields by superposition

The electric fields calculated in Maxwell are always for a static potential configuration. How-

ever, in the experiment the fields are time dependent, as it was discussed in Section 3.4.2.

This means that a static potential configuration A changes to another static configuration

B. These time dependent fields for the trajectory simulation are calculated with the linear

superposition principle in the following way.

If one considers two electrodes, then the electric field strength F in between is proportional

to the applied voltage difference. If in addition an external field ~Fext is applied, then the total

electric field at each point is given by ~Ftot = ~F + ~Fext, which is a direct consequence of the

linearity of Maxwell’s equations in vacuum.

In the experimental setup there are nine electrodes in total where a potential can be applied.
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4.2. Simulation of the electric fields

The electric field is then calculated for each electrode individually, which means that one volt

is applied to electrode n, while at the same time all the others are pulled to ground. The

solution of each field is written to a file, which later enables to calculate the electric field at

any point for an arbitrary potential configuration.

4.2.3. Results of the electric field simulations

The results of the electric field simulations can be visualized and analyzed in Maxwell directly

(Fig. 3.6), but for a detailed study this is not sufficient. For the prediction and interpretation

of the trajectories of the Rydberg atoms, it is important and instructive to know the field

distribution in the transverse plane to the beam axis. This is in particular relevant above the

chip, where the fields of the guide shall be dominant. Most conveniently this analysis is done

in an external program, such as Mathematica.

The model which is finally used for the simulation in Maxwell and the subsequent trajectory

calculation is shown in Fig. 4.3. The difference to the model in Section 3.4 is that the PCB

with the on - chip electrodes is not studied as an isolated system, but is incorporated in

the electrode stack. The applied voltages on the stack electrodes one to four are −97.5 V,

−7.5 V, 7.5 V and 97.5 V, which corresponds to the configuration shown in Fig. 3.4 (c). The

electrodes on the PCB are set to the alternating potentials of −40 V, 10 V, −10 V and 40 V

respectively, which agrees with the values used for the simulations shown in Fig. 3.6 and 3.7.

The simulation and subsequent calculation of the electric fields is performed as described

in paragraph 4.2.2 and Fig. 4.4 shows the electric field strength in the transverse plane at

various positions along the beam axis, measured from the first stack electrode. The y-axis

corresponds to the distance from the chip surface, while the x-axis is the offset from the beam

axis.

In the vicinity of the center of the guide, one observes that the field strength grows linearly

at approximately the same rate in both transverse directions, as shown in Fig. 4.4 (b). This

is a characteristic of a quadrupole trap [46] and agrees with the previous results found in

Section 3.4. However, the minimum is slightly off the beam axis in Fig. 4.4 (b) and (c). The

reason for this is that the arrangement of the electrodes on the PCB is not symmetric, as

explained in 3.4.1, but the effects on the fields are more pronounced than expected.

At the beginning of the PCB the field is highly asymmetric as shown in Fig. 4.4 (a). This is

not due to the asymmetric geometry of the on-chip electrodes, but due to the short distance

to the second stack electrode, which is set to −7.5 V, and the alternating voltages applied to

the guide - electrodes on the chip.

Towards the end of the PCB the field minimum is shifted upwards, as shown in Fig. 4.4 (d).

At this point, as indicated in Fig. 4.4 (e), only the inner two electrodes remain close to the

beam axis. Therefore the field generated by the outer guide electrodes, which close to the

chip surface points into the opposite direction of the field between the inner electrodes, is
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a b

c d

Beam axis

Plot  a

Plot  b Plot  c

Plot  d

e
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z

Figure 4.4.: (a)-(d) Quadrupole field in the transverse plane at the positions indicated in (e). The
applied voltages on the PCB-electrodes were -40 V, 10 V, -10 V and 40 V and -97.5 V, -7.5 V, 7.5 V
and 97.5 V on the stack electrodes. (b) and (c) agree well with the previous 2D simulation, shown in
Fig. 3.6, where only the PCB was considered, but at the edges in (a) and (d) the minimum is shifted
due to the short distance to the stack electrodes.
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4.3. Equations of motion and numerical methods

missing. It follows that the field strength in this region is increased at low heights.

In Section 3.4 it was suggested to use time dependent potentials on the on-chip electrodes to

avoid the effects of the finite length of the guide. The above simulations now underline this

need in order to avoid an undesired deflection of the Rydberg atoms from the beam axis at

the edges of the quadrupole guide.

4.3. Equations of motion and numerical methods

The classical equations of motion of a particle are determined by its mass and the exerted force

on it. Here the particle of interest is the hydrogen atom with a mass ofmH = 1.6737×10−27 kg

and the force acting on the atom proportional to the field gradient, see Eq. 3.2 and 3.3 1.

For all spatial directions xi one finds the differential equations

ẍi = −3

2
ea0

1

mH

∂F (~r, t)

∂xi
nk, (4.5)

which governs the motion of the Rydberg atoms in the electric field. To calculate the trajec-

tories of these atoms, this equation needs to be solved numerically.

4.3.1. Numerical methods to solve an ordinary differential equations

An ordinary differential equation (ODE) of first order can be written as [44]

dy

dt
= f (y, t) with y (t0) = y0, (4.6)

which has exactly one solution if the initial value y0 is given and the function f is continuous

[47]. The solution then satisfies the relation

y (t)− y0 =

t
∫

t0

f (τ, y (τ)) dτ . (4.7)

However, in most cases it is not possible to find a closed form of the solution, such that

numerical methods need to be employed. In these methods the time is discretized and one

advances in steps of ∆t. A starting point for these methods is the Taylor expansion of the

function at the time t,

y (t+∆t) = y (t) + ∆t
dy

dt
+

(∆t)2

2

d2y

dt2
+ ... . (4.8)

If only terms up to linear order are considered, one arrives at the Euler method

1Another force acting on the particle is of course the gravity which, in the context of this experiment, can
safely be neglected. If one assumes an upper limit of 200µs for duration of the experimental cycle, then
the gravity would lead to a vertical shift of the atoms of 200 nm, which is below the spatial resolution of
an MCP.
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4.3. Equations of motion and numerical methods

yn = yn−1 +∆tf (yn, tn) , (4.9)

where tn = tn−1 +∆t and yn = y (tn). This is the simplest method to to solve an OED, but

in each step an error proportional to (∆t)2 is accumulated. As there are a total of n = T
∆t

steps, the error over the whole time interval T is proportional to ∆t.

If in the Taylor expansion in Eq. 4.8 terms up to second order are considered, a slightly

refined method can be formulated. The idea is that the slope dy
dt is calculated in the middle

of the interval ∆t, rather than at the beginning as it is done in the Euler method. This will

lead to a correction which takes the curvature of the function f (y, t) within the interval ∆t

into account.

In this method, which is called 2nd order Runge Kutta, one starts from time t with an Euler

step of size ∆t/2 to calculate y (t+∆t/2). At this point the slope dy
dt = f (y, t) is calculated

which is used to advance a full time step from the time t. The iteration step is therefore given

by

y (t+∆t) = y (t) + ∆t f

[

y

(

t+
∆t

2

)

, t+
∆t

2

]

(4.10)

The error in each step is proportional to (∆t)3 which is an improvement compared to the

Euler method. For the explicit numerical calculation this means that in order to achieve the

same accuracy as with the Euler method, the time steps ∆t can be chosen to be larger, which

can considerably increase the efficiency of the calculation.

There are much more advanced methods to numerically solve ODEs, in particular the Runge

Kutta methods of higher order [47]. These methods can lead to an improved efficiency by

allowing larger time steps ∆t or an increased accuracy for fixed ∆t. At the same time the

complexity and the computation time for each step increases, such that a higher order method

is not automatically the better choice

For the trajectory simulations of the Rydberg atoms it was decided to use the 2nd order Runge

Kutta. This was motivated by the observation, that with this technique the calculated trajec-

tory for a single atom is only slightly different to the one calculated with the Euler method.

This allows to draw the conclusion, that for the same ∆t a higher order method would not

yield a substantial difference. On the other hand, ∆t can not be increased by much even if

a more advanced numerical method was used, as the slew rates of the time dependent fields

need to be considered. From the point of efficiency and accuracy 2nd order Runge Kutta is

the optimal choice.

Second order differential equation

A second order ODE like ẍ = f (x) in Eq. 4.5 can be transformed into two coupled OEDs of

first order, as illustrated by [44]
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4.4. Trajectory simulation in a C program

ẍ = f (x) ⇒
{

ẋ = vx

v̇x = f (x) .
(4.11)

In the Runge Kutta method the coupling of the equation needs to be taken into account and

in each time step ∆t, the following four operations are executed for each spatial direction xi

in this order:

1. xi [t+ 0.5∆t] = xi (t) + 0.5∆t vi (t)

2. vi [t+ 0.5∆t] = vi (t) + 0.5∆t f [xi (t) , t]

3. xi [t+∆t] = x (t) + ∆t vi [t+ 0.5∆t]

4. vi [t+∆t] = vi (t) + ∆t f [xi (t+ 0.5∆t) , t+ 0.5∆t]

In the trajectory calculation for the Rydberg atoms, this method is implemented with a slight

modification. In the fourth step, the explicit time dependence of f (x, t) is neglected. This

is justified by the fact that the slew rates of the potentials on the electrodes are either slow

enough, such that in each sufficiently short time interval static fields can be assumed or so

rapid, that the the change of the potentials can be considered to be instantaneous. Further-

more, the computational cost would be too high and the including of this time dependence

would not be warrantable.

4.4. Trajectory simulation in a C program

The aim of this section is to describe the principle and the realization of the trajectory sim-

ulation in the C - program. Based on the equation of motion 4.5 and the numerical methods

derived above, the task of the C - program is to calculate the trajectories of the Rydberg

atoms and to return them in a way that allows a convenient analysis and interpretation of

the results.

Similar to the flowchart in Fig. 4.1 in the beginning of this chapter showing the whole simula-

tion procedure, Fig. 4.5 only illustrates the different operations executed by the C - program.

It can therefore be viewed as a detailed description of the point ’Trajectory simulations’ in

the initial flowchart.

4.4.1. Configuration data

The initially read configuration file sets certain parameters to their desired values. This are

in particular parameters, which can easily be changed in the experiment such as the applied

potentials to the different electrodes and their time dependence. For the guide electrodes one

can define at what time they should be set to the desired voltage and at which time to turn

them off again. Also it is not yet clear which quantum numbers n and k will be used, and in
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Figure 4.5.: Flowchart of the trajectory simulation program. In the first step, the program imports
the electric field data and the parameters for the simulation from the configuration file. Then, the
equation of motion is solved for each time interval. In the last step, the data of the trajectories of the
Rydberg atoms is written to a text file.

the experiment one is quite flexible within a range of about n = 20 to n = 35 [33]. Therefore

it is desired to have the ability to easily change these values in advance of a simulation.

For the imaging and the internal state spectroscopy described in Section 3.3, the applied

voltages in the field ionization region are of great importance. The relevant parameters are

the height of the ionization pulse and its duration. This can currently be done for a perfect

square pulse, which is to be defined in the configuration file.

In principle all those parameters could be set directly in the C - code, but the configuration

file is used to avoid the necessity to recompile the code for each change in a parameter.

4.4.2. Import the electric fields calculated with Maxwell

A crucial and at the same time rather delicate task is to read in the electric fields calculated

with Maxwell. Crucial, because the trajectory simulation fundamentally depends on these

fields as they determine the force exerted onto the atom. And the difficulty of this process is

mainly given by the size of the files and their exact structure.

The field calculated in Maxwell is evaluated at discrete grid points and written to a text file.

The size of this file is given by the size of the grid, and the spacing between these points. The

currently considered points are along the beam axis, bound in transverse direction by the size

of the openings in the electrodes, illustrated in Fig. 4.3. The grid spacing is chosen to be

0.1 mm, which seems reasonable considering the length scales over which the field strength

changes, shown in Fig. 3.6 and 4.4. This results in a size of the text file of around 250 MB.

As it is required to read in this field data for each individual electrode, as described above

in Section 4.2.2, this gives a total of around 2 GB of memory that is required during the
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4.4. Trajectory simulation in a C program

simulation.

For the hardware of a modern computer this is hardly a problem, but it indicates that the

resolution cannot be refined by much. If the resolution was enhanced by a factor of two in

each spatial direction, this would increase the required memory by a factor of 8, which exceeds

the available memory of commercially available computers.

In the program the whole field data is internally stored in a single array or variable. Due

to the large amount of memory, it is required to manually allocate enough memory to this

variable, which is known as dynamic memory allocation [48]. Another subtlety is the exact

structure of the text file created by Maxwell. The data is read in as a string and subsequently

converted to a floating point number.

For the current version it takes less than 20 seconds to read in the 2 GB of data, which

corresponds 90 % of the maximum transfer speed of data from the installed hard drive2. This

indicates that the implemented function to import the data is most efficient.

4.4.3. Initial distribution of the Rydberg atoms in the excitation region

Before the trajectories of the Rydberg atoms can be calculated, the initial positions within

the experimental setup need to be set, as described in Chapter 3. The excitation of the atoms

by the laser is not explicitly simulated, but an initial distribution of the Rydberg atoms with

quantum numbers n and k is assumed. The parameters chosen for this distribution were

obtained in a previous experiment (Reference [21]) and adapted for the specific characteristic

of the current experimental setup. In the first experiments these parameters should be de-

termined in order to be used in further simulations. The initial spatial distribution is mainly

given by the width and direction of the laser beam which leads to a cigar-shaped distribution

perpendicular to the beam direction, as shown in Fig. 4.6. The velocity distribution in longi-

tudinal and transverse directions can be inferred from Time of Flight (TOF) spectra and the

spatial distribution at the MCP detector, respectively [35]. The velocity distribution in each

spatial direction is given by the normal distribution

fv (vi) =

√

m

2πkBT
exp

[

− mv2i
2kBT

]

. (4.12)

where m is the mass of the hydrogen atom and T the temperature associated with the relative

kinetic energy, as defined in Section 3.1. In the initial distribution the temperature in x -

direction (which is along the laser beam) will be higher than in the y - direction (perpendicular

to the beam axis and the laser beam). The reason for this is the following. Due to the finite

width of the laser beam, it will only excite atoms which are sufficiently close to the beam. As

the initial cloud of hydrogen atoms in the ground state propagate from the skimmer to the

excitation region, the fast or ’hot’ atoms moved further in transverse direction than the slow

or ’cold’ atoms. This has the effect that ’hot’ atoms are too far away from the laser beam to

2The maximum data transfer rate is 125 MB/s , which is given in the data sheet of the installed ST3320418AS
hard drive.
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Figure 4.6.: (a) Initial spatial distribution of Rydberg atoms in the x-y plane. The diameter of the
cloud corresponds approximately to the width of the laser beam. (b) ’Top-view’ of the atom cloud in
the z-x plane. (c) Phase space in the z-direction. The mean longitudinal velocity is 665 m/s.

be efficiently excited. In the x - direction however, all atoms are excited, which then leads to

this difference of the two transverse velocities and the initial spatial distribution of Rydberg

atoms, as illustrated in Fig. 4.6.

4.4.4. Calculation of the electric field at the grid points within the C - program

As mentioned previously, it is desired to apply time-dependent potentials. This requires to

read in all the electric fields generated by the individual potential of a single electrode and

to calculate the resulting electric field at each point by superposition, as described in Section

4.2.2.

The field strength at a specific grid point is calculated in the following way. The field ~Fi

generated by a single excitation of electrode i is scaled with the desired voltage at time t on

electrode i. Then the sum

~Ftot =
N
∑

i=1

~Fi (4.13)

is taken, where N corresponds to the number of electrodes. As ~Ftot is the electric field vector

containing the fields of all spatial directions, its length then corresponds to the field strength

at the respective grid point.

4.4.5. Calculation of the field gradient and the Runge Kutta step

To calculate the force exerted onto the Rydberg atom, the gradient of the electric field strength

needs to be calculated, as stated in Eq. 3.2.

In the first step, the Rydberg atom needs to be positioned in the grid, hence the closest grid

points are determined. With the knowledge of the electric field strength at the adjacent points,

the gradient can then be derived. Previous trajectory simulation programs have indicated,

that this calculation needs to be done carefully. In particular it was observed, that it is not
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4.4. Trajectory simulation in a C program

sufficient to linearly interpolate the field strength between two point to obtain the partial

derivative.

To calculate the partial derivative along the spatial direction xi it was decided to employ

a cubic spline interpolation between the four closest grid points along xi and to take the

derivative of this function at the position of the Rydberg atom.

To implement this method efficiently, the free3 GNU scientific library (GSL) is used, which

is extensively described in Ref. [49]. This library includes many commonly used numerical

methods, as well as different pseudo random number generators.

The interpolation method employed here assumes natural boundary conditions, which means

that the second derivative at the boundary point is taken to be zero [47]. The same library

includes as well the function to evaluate the derivative at any point along xi.

If the gradient of the field strength is known, the force acting on the Rydberg atom can be

calculated and the Runge Kutta iteration step can be executed as described in the Section

4.3.1.

4.4.6. Output of the simulation data

As indicated in the flowchart 4.5, the results of the simulation are written to a text file to

enable a convenient post analysis. The parameters of interest of the ensemble of Rydberg

atoms are mainly the spatial distribution, as well as the phase space density distribution. The

latter becomes particularly relevant if the trapping of the atoms is investigated, as described

nicely in [29]. For this reason, the position and the velocity vector of each particle is written

to a file at preselected times during the experimental cycle. At present, this data is recorded

every 100 ns, which roughly corresponds to 70 µm travelled in longitudinal direction and

therefore allows to observe the evolution to the atom cloud in detail.

4.4.7. Speed up of the program

In the development of the simulation program, the execution speed did not have immediate

priority, but was optimized at some relevant points. In this context it is important to know

the sequences in the code, which are computationally most expensive. In the current version,

this is in particular the calculation of the electric field at the desired grid points with the

subsequent spline interpolation. In principle this calculation needs to be done for each atom

at every time step.

The longitudinal velocity is relatively low compared to the grid spacing, which implies that

there are several time steps between two adjacent grid points. By temporally storing the

fields calculated at time step n one can reuse the calculated fields along with the interpola-

tion function in time step n+ 1, if the particle is still within the same grid points. With this

method it is possible to substantially improve the efficiency of the program, without affecting

3To be precise, ’free’ in the context of the GNU General Public License
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4.5. Evaluation of the results of the simulation

the accuracy in any way. The required time to simulate a large ensemble of atoms could be

reduced by a factor of around 5.

The simulations presented in the next sections were performed with ensemble sizes of about

5000 Rydberg atoms. If better statistics is required, however, samples of up to 106 can be

considered. In the first case it takes around 2 minutes, in the latter 7 - 8 hours to run the

simulation.

4.4.8. Trajectory calculation of the ionized atoms

As described in Section 3.3, the Rydberg atoms are ionized at a specific point. Due to the

large ionization fields and the low hydrogen mass, the atoms are accelerated to high velocities

towards the MCP detector. In order to predict the spatial distribution of the atom cloud

there, the simulation was extended, such that the trajectories of the ions can be calculated.

The equations of motion at this stage are given by

ẍi
[

m/s2
]

=
Fi [V/m] q [C]

mH [kg]
, (4.14)

where the Fi is the electric field along the spatial direction xi and q the charge and mH the

mass of the ionized hydrogen atom.

The component Fi of the electric field vector is again calculated by cubic spline interpolation,

but the trajectory is calculated with the Euler instead of the Runge Kutta method, since the

electric field between the last electrode and the MCP is expected to be sufficiently homoge-

neous.

4.5. Evaluation of the results of the simulation

After the simulation is performed there are two important points which need to be considered.

First, the results have to be visualized in an appropriate way to allow for further interpreta-

tions and to relate them to the experimental outcomes. Second, and even more important, is

to actually test the simulation, hence to check if the trajectories are calculated correctly.

4.5.1. Testing of the simulation

The testing of the trajectory simulation was done by comparing the predictions of the calcu-

lation with results obtained in a previous experiment. This experiment is described in detail

in Ref. [21] and therefore only a short description with the most important parameters is

given here. The hydrogen Rydberg atoms with n = 30 and k = 25 were first decelerated by

time dependent fields and then loaded into a 2D or a 3D electrostatic trap. The arrangements
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4.5. Evaluation of the results of the simulation

of the electrodes is schematically illustrated in Fig. 4.8 (a).

Electrodes 1 - 4 are used to decelerate the Rydberg atoms in longitudinal direction and to

later confine them in the z - and y - direction. This then generates a 2D trap and electrodes

5 and 6 can be used confine the atoms as well in the x dimension, leading to a 3D trap. In

Fig. 4.8 the z - axis corresponds to the beam - axis of the atoms.

By default, + 20 V (-20 V) are applied to electrodes 1 and 4 (electrodes 2 and 3), which

corresponds to a quadrupole configuration with the field strength minimum framed by the

electrodes 1 - 4. For the deceleration a large voltage pulse of ±1265 V is applied to electrodes

3 and 4 to generate a highly inhomogeneous electric field with a large positive gradient along

the beam - axis [30]. For the low - field seeking Stark states used in the experiment, this leads

to the desired deceleration, as described by Eq. 2.34. If an appropriate pulse form is chosen,

the atoms are stopped right at the center of the quadrupole field minimum.

The trajectory simulation of the Rydberg atoms for this experimental setup are conducted

with the parameters given in [21], with the exception that electrodes 5 and 6 are ignored.

This, however, does not affect the deceleration process and the subsequent 2D trapping.

The simulation was done with initially 5000 Rydberg atoms and the obtained results are

illustrated in Fig. 4.7 by the spatial distribution in the zy - plane and by the phase space in

Fig. 4.8 (b).

The spatial distribution in Fig. 4.7 shows the projection of the atom cloud onto the zy -

plane. Therefore, each dot corresponds to the y- and z- coordinate of an atom. This plot is

given at different times, measured from the excitation time of the Rydberg state, to illustrate

the evolution, deceleration and the longitudinal trapping of the atom cloud. Fig. 4.7 (a) is

taken at 6 µs, when the atoms approach the end of electrode 1 and 2 at 13 mm, but before

the deceleration pulse is applied. After the deceleration, the dynamic of the atoms in the 2D

trap which is located at approximately 14.5 mm is illustrated in Fig. 4.7 (b) to (c), indicating

an oscillation of the atoms in the longitudinal direction. At later times, a more homogeneous

spatial distribution of the atoms in the 2D trap is observed, such that the oscillation of the

cloud is less pronounced. This effect can be better understood by the analysis of the phase

space.

The phase space distribution in in the z dimension, corresponding to a plot of the longitu-

dinal velocity vz vs. the z coordinate of the Rydberg atoms in the cloud, is shown in Fig.

4.8 (b). At 0 µs the initial velocity spread in vz is indicated, which approximately follows a

Gaussian distribution [37]. The tilting of the distribution at 4 µs simply illustrates the fact,

that the fast particles travel further than the slow ones in this time interval.

At 8 µs one can see the effect of the deceleration. The atoms which are further along the beam

axis are first slowed down, such that all atoms have roughly the same velocity at a certain

point. This then corresponds to the illustrated horizontally orientated density distribution in

the phase space.

The last plotted distribution shows the phase space at 88 µs, when the atoms were trapped

for some time. One can nicely observe a spiraling in the phase space, which originates in the
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Figure 4.7.: (a) - (c) Spatial distribution of the atom cloud in the z-y plane at different times. The
minimum of the quadrupole trap is at approximately z = 14.5 mm. Plot (a) displays the distribution
right before and (b) after the deceleration. Figures (c) and (d) show the distribution after different
trapping times.
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Figure 4.8.: (a) Schematic assembly of the electrodes. Electrode one is 10 cm long. (b) Phase space
in the z-direction at different times after the excitation. The tilting and elongation of the phase space
after 4 µs corresponds to the normal evolution of the phase space if no force is exerted onto the atoms.
After 8 µ the cloud is already slightly decelerated. The spiraling after 88 µ is due to the anharmonic
trap potential.
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anharmonicity of the trapping potential. The atoms therefore do not rotate with the same

frequency in the phase space, as it would be the case for a harmonic trap [29].

The obtained results of the simulation predict the deceleration of the Rydberg atoms and

the subsequent 2D trapping, which agrees with the results obtained in the experiment and in

previous simulations [21]. This is a strong indication that the developed simulation program

correctly calculates the trajectories of the Rydberg atoms and that there are no major errors.

4.6. Review of the trajectory simulation

The simulation of the Rydberg trajectories is important both for the design and the eval-

uation of the experiment. First, because one expects the simulation to predict the effects

of the experiment, which are directly related to the trajectories. Based on these results the

experimental setup can be optimized. Second, in order to interpret the obtained results in

the experiment, it will be helpful to know the trajectories of the Rydberg atom.

The electric fields which are required for the simulation are calculated with a commercially

available finite element program. In a C program the equation of motion is solved numerically

and the obtained positions of the atoms are stored at certain times which then allows the

analysis of the trajectories.

The C-program was tested by comparing the prediction of the simulation with results from

previous experiments. The experimentally observed effects could be reproduced by this sim-

ulation, indicating that the calculations are performed correctly.
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5. Results of the trajectory simulation

In this chapter, the developed trajectory simulation program for the Rydberg atoms is ap-

plied for the experimental setup illustrated in Fig. 3.1, combined with the on-chip quadrupole

guide discussed in Section 3.4. The complete model used for the simulation is shown in Fig.

4.3.

The results of the trajectory simulations for different potential configurations of the on-chip

electrodes are presented and discussed. Due to the early stage of the experiment it was not

possible to compare the simulations with real measurements within this thesis. The obtained

results, however, allow to estimate the range of applications of the quadrupole guide and

consequently as well its limits.

5.1. Parameters used for the simulation

Quantum numbers of the Rydberg atoms

For all simulations in this chapter the quantum numbers are n = 30 and k = 25 respectively,

corresponding to a low-field seeking state. In the experiment though, it will be possible to

excite any state in the range of around n = 20 to n = 35 [33].

For the selection of the quantum state used in the experiment, its excitation, but as well

its detection has to be considered. This is closely related to the required field to ionize the

Rydberg atoms, given by Eq. 2.30. For n = 30 this field is approximately 1.4 × 103V/cm,

where it is 3.0 × 103V/cm for n = 25. This then determines the required voltage applied to

electrode 3, labeled in Fig. 3.1, to field ionize the atoms.

Applied Voltages

In the simulations the default potentials on electrode 1 to 4 are −97.5V, −7.5V, 7.5V and

97.5V, as indicated in Fig. 3.4 (c). They do not need to be static, but can be time dependent

for the ionization.

In the simulation, the MCP is approximated by a cylindrical electrode with a diameter of 15

cm1 and an applied voltage of -3000 V. The position of the MCP is indicated in Fig. 3.1.

The potentials applied on the on-chip electrodes can be chosen to confine the atoms above

1The actual diameter of the MCP is approximately 4 cm, but to avoid inhomogeneous electric fields, the
MCP is embedded in an a larger electrode on the same potential
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5.2. Focusing the atoms

the chip in transverse direction, and depending on the applied voltages, different effects are

observed. These potentials are not static, but only ’switched on’ when the atoms are right

above the chip, as discussed in Sections 3.4.2 and 4.2.3.

The times to apply these potentials are determined by simulating the trajectory of a single

particle with the average value for the initial position and velocity of the atom cloud. 12.9 µs

(19.7 µs) after the excitation this particle is at 15 mm (20 mm), and the guide is then turned

on (off). To turn ’on’ and ’off’ the trap means that a certain voltage configuration is applied

to the electrodes or that the electrodes are pulled to ground, respectively. These positions

are chosen such that the Rydberg atoms are only exposed to the quadrupole guide when the

potential minimum is aligned parallel to the chip surface, see Fig. 3.7 and 4.4.

In the same way, the ionization time was determined to be 35.3 µs. When the atoms reach

the center of the ionization region in Fig. 3.1, a large voltage pulse is applied on electrode 3,

see paragraph 5.1. For Rydberg atoms with n = 30 and k = 25 the applied voltage was 1.5 kV

for a duration of 100 ns, yielding a field of around 1.6 kV/cm, slightly above the ionization

limit.

Characterization of the atom cloud of excited hydrogen atoms

The parameters for the atom cloud right after the ionization are chosen in agreement with the

values given in reference [21]. The initial cloud of excited atoms has a mean longitudinal ve-

locity of 665 m/s. The relative kinetic energy can be expressed as a temperature and is given

by E/kB = 300 mK. In the transverse plane the mean kinetic energy in y- and x-direction is

given by E/kB = 5 mK and E/kB = 75 mK, respectively. The different values in transverse

direction are due to the finite width of the excitation laser (Section 4.4.3).

The laser excites the atoms efficiently only if they are sufficiently close to the laser beam,

which determines the initial spatial distribution. In the z-y plane this follows a Gaussian

distribution in radial direction with a standard deviation of 0.5 mm, as it is illustrated in

Fig. 4.6. In the transverse plane the atoms are initially distributed along the laser beam axis.

However, as the atoms proceed along the z-axis, this spread is limited by the width of the

hole in the second electrode with a diameter of 5 mm.

5.2. Focusing the atoms

The purpose of the on-chip guide presented in this thesis is to study the effect of the

quadrupole field on the trajectories of the Rydberg atoms. The obtained results will carefully

be analyzed in order to optimize the geometry and the properties of the guide. In the future

this will allow to confine the atoms above the PCB in the transverse direction and to guide

the atoms at a short distance across a microwave transmission line.

A force is exerted onto the Rydberg atoms in the quadrupole guide to focus the atom cloud
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in the ionization region, as schematically illustrated in Fig. 5.1. This means that the trans-

verse extension is lowest when the atoms are ionized and subsequently accelerated towards

the MCP, where the spatial distribution is determined. The experimental realization of this

scheme is important to demonstrate the feasibility of the subsequent experiments.

The potentials that need to be applied on the on-chip electrodes to achieve focusing, are

PCB

V1 V2 V3 V4

t0 t1

0 mm 37 mm

x

z
y

MCP

t2

Figure 5.1.: Focusing of the atoms in the ionization region between electrodes V3 and V4. The
initial atom cloud at t0 propagates along the z - axis. Above the PCB the atoms are exposed to the
quadrupole field which accelerates the atoms towards the center of the cloud, leading to a focusing in
the ionization region between electrode V3 and V4 at time t1. At time t2 the spatial distribution of
the ionized atoms is recorded with the MCP detector.

determined by scaling the values of the potentials in the previous Section 3.4. Different tra-

jectory simulations are performed and the scaling factor is chosen to minimize the standard

deviation in the transverse positions of the atoms in the ionization region. The optimal volt-

ages on the guide electrodes 1 to 4 are found to be −10.6 V, 2.65 V, −2.65 V and 10.6 V,

respectively.

Initial distribution of the Rydberg atoms

The initial distribution of the Rydberg atoms in the excitation region is cigar-shaped along

the beam of the excitation laser. This is illustrated in Fig. 5.2 (a) and (b), showing the spatial

distribution in the x-y and the z-x plane, respectively. In this simulation, the initial spatial

distribution is shifted by 0.5 mm in positive y-direction, compared to the one discussed in

Section 4.4.3, such that the majority of the Rydberg atoms are at the height of the quadrupole

guide, shown in Fig. 3.7. In the experiment, the different lasers are fixed, such that the

position of the excited Rydberg atoms cannot be changed. However, to achieve the same

effect of adjusting the spacing between the chip and the atoms, it is possible to vary the

vertical position of the PCB.

Due to the elongated shape of the atom cloud along the x - axis, the effects of the focusing

will be most pronounced in this spatial direction. For the understanding of the evolution

of the spatial distribution, it is instructive to monitor the distribution in the phase space in

the x-direction, shown in Fig. 5.2 (c). The tilting originates from the propagation of the

atoms from the pulsed valve to the ionization region and the relative kinetic energy, see Fig.

3.1. Atoms with negative velocity vx after the valve will have a negative x - coordinate in
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Figure 5.2.: (a) and (b) Initial spatial distribution of the Rydberg atoms in the x-y and z-x plane.
The sharp edges of the distribution are a result of the simulation program. Atoms with a radial
distance to the beam axis larger than the radius of the holes in the electrodes are removed from the
simulation. (c) Phase space in x direction. The velocity vx vs. the offset form the z-axis is plotted for
each atom. (d) Position of the atom cloud (orange ellipse) with respect to the four stack electrodes
V1 to V4. The red arrow indicates the propagation direction.

the ionization region. The initial position of the atom cloud with respect to the four stack

electrodes is indicated in Fig. 5.2.

After the quadrupole field

After the excitation region, the atoms pass through the opening in the second stack electrode

V2 and proceed towards the PCB. After 12.9 µs, when the atoms are above the chip, the

potentials -10.6 V, 2.65 V, -2.65 V and 10.6 V are applied on the on-chip electrodes and

generate the quadrupole field shown in Fig. 3.7. This electric field exerts a force onto the

Rydberg atoms, accelerating them towards the center of the guide. After 6.8 µs the guide

is switched off and the electric field in the experimental setup is again solely given by the

applied voltages on the stack electrodes.

The spatial distribution at this point is shown in Fig. 5.3 (a) and (b). In the x-y plane one

observes that at the edges of the cloud, the atoms are slightly shifted upwards. This is due

to the strong fields between the two outer on-chip electrodes, see Fig. 3.5 and 3.6 (a).

Compared to the initial shape of the atom cloud, the spatial distribution in the z-x plane

is elongated along the beam axis, due to the spread of the relative kinetic energy of the

atoms. However, the transverse confinement, as expected from the quadrupole guide, is not

significant in the spatial distribution.

The transverse acceleration of the Rydberg atoms in the electric field is best analyzed in the

phase space in the x - direction. Compared to the initial phase space, the distribution is

rotated clockwise, shown in Fig. 5.3 (c). This rotation corresponds to an acceleration of the

atoms towards the center of the guide, such that after the guide, the atoms with a negative
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Figure 5.3.: (a) and (b) Spatial distribution of the Rydberg atoms after passing the quadrupole field.
(c) Phase space distribution in the x - direction. Due to the acceleration in the quadrupole field, the
distribution is rotated clockwise with respect to the initial distribution in Fig. 5.2 (c). (d) Position of
the atom cloud above the PCB at the end of the guide. (e) – (h) Same plots as in the top row, but
now if no potentials are applied on the on-chip electrodes.

x - coordinate have a positive velocity vx.

If no potentials are applied on the on-chip electrodes, then the trajectories of the atoms are

determined by the electric field generated by the stack electrodes. The same plots as discussed

above are given for this case, with no applied quadrupole field, in Fig. 5.3 (e) to (h).

The sharp bending at the edges of the phase space distribution, see Fig. 5.3 (g), are due to

the strong field strength very close to the openings of the electrode. Only the atoms far off

the center are subject to these fields and are strongly deflected form the beam axis. This

effect is discussed in more detail in Section 5.3.

Rydberg atoms in the ionization region

After the interaction with the quadrupole guide above the PCB, the atoms propagate into the

ionization region. When the atoms are between electrode V3 and V4, a large voltage pulse is

applied on electrode V3 in order to field ionize the Rydberg atoms and to accelerate the ionic

core towards the MCP. Due to the low mass of the hydrogen atom and the strong fields, the

proton will reach a very high longitudinal velocity2. Due to this, the spatial distribution in

the ionization region will be mapped onto the MCP.

The spatial distribution in the ionization region is compressed in the transverse direction,

shown in Fig. 5.4 (a) and (b), proofing that the applied potentials lead to the anticipated

2For the applied voltages specified in Section 5.1, the protons will reach velocities in the range of 7× 105m/s
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5.2. Focusing the atoms

focusing of the Rydberg atoms. In the x-y plane, the distribution is elongated along the

y axis, which is a consequence of the vertical acceleration of the atoms above the on-chip

electrode at the edge of the cloud, observed in Fig. 5.3 (a).

Due to the applied quadrupole fields, the Rydberg atoms in the ionization region are mostly

distributed along the beam axis in the z-x plane, see Fig. 5.4 (b). Compared to the case

without the quadrupole field above the PCB, shown in Fig. 5.4 (f), the spatial confinement

is very well apparent.

The acceleration of the Rydberg atoms in the quadrupole field towards the center of the guide

leads to a ’vertical’ phase space distribution in the ionization region, illustrated in Fig. 5.4

(c). This shows that the spatial distribution is small compared to the velocity spread of the

Rydberg atoms. For the subsequent mapping of the spatial distribution onto the MCP, this

transverse velocity is not relevant, as the acceleration of the ionic cores in the ionization field

leads to a longitudinal velocity that is larger by three orders of magnitude.
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Figure 5.4.: (a) and (b) Spatial distribution of the Rydberg atoms in the ionization region. (c) Phase
space density in the x - direction. The acceleration in the guide results in a ’vertical’ distribution.
(d) Position of the atom cloud with respect to the stack electrodes. (e)–(h) Corresponding plots if no
quadrupole field is applied. The bending of the spatial distribution in (a) is due to the fields between
the grounded on-chip electrodes and the stack electrodes.

Detection of the spatial distribution with the MCP detector

After the hydrogen Rydberg atoms are ionized and accelerated along the positive z - axis,

their spatial distribution is recorded at the MCP detector, see Section 3.3. This is one of the

main results obtained in the experiment.

The transverse distribution of the atoms at the MCP depends on the spatial distribution in
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5.3. Propagation of the atoms – additional information

the ionization region, shown in Fig. 5.4 (a) and (b), and the applied electric fields. The ve-

locity distribution of the Rydberg atoms is not relevant, as discussed in the previous section.

Due to the holes in the electrodes along the beam axis, the electric field in the ionization

region is not perfectly homogeneous, leading to ion optic effects. The atoms experience an

acceleration pointing in the same transverse direction as their radial offset from the z - axis. In

the current simulation this leads to a shift of the spatial distribution in positive y-direction.

The transverse distribution at the MCP detector is shown for the case with the applied

quadrupole field in Fig. 5.5 (a) and without guiding in Fig. 5.5 (b), respectively, demonstrat-

ing a clear difference. In the first case, the atoms are strongly confined in the x - direction,

which is a direct consequence of the focusing in the ionization region. If the atoms are not

guided, the atoms are spread along the full width of the MCP detector.

The clear results of this simulation suggests, that the effect of guiding and focusing of Ry-

dberg atoms can be reproduced in the experiment; but it is to note, that in the simulation

any atom - atom or atom - surface interaction was neglected. The interaction between the

Rydberg atoms is expected to be small due to the low density and the low transverse velocity

[33]. The interaction of the Rydberg atoms with the surface of the PCB at a short distance

is not negligible because of the large dipole moment [40]. However, the atom surface distance

in this experiment is much larger and is of the order of several hundred micro meter.
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Figure 5.5.: Transverse spatial distribution of the Rydberg atoms at the position of the MCP detector.
(a) If the quadrupole field above the PCB was ’ON’, the Rydberg atoms are spatially confined in the
x direction. (b) If the guide is turned ’OFF’, this confinement is not observed.

5.3. Propagation of the atoms – additional information

Transverse acceleration upon passing the stack electrode

The initial distribution in the phase space in x - direction is shown in Fig. 5.2 (c). If no

force was exerted onto the atoms, this distribution would be stretched along the x - axis while

evolving in time. However, even if no quadrupole field is applied, one observes that the phase
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5.3. Propagation of the atoms – additional information

space is slightly rotated, such that the distribution is essentially a horizontal line between the

stack electrode V2 and V3, see Fig. 5.3 (g). This corresponds to an acceleration towards the

beam - axis.

The reason for this acceleration is that the Rydberg atoms see a field gradient while they pass

the opening in the stack electrode V2. The field distribution in this region is shown in Fig.

5.6.

The equipotential lines of the electric field in the transverse plane indicate that the gradient

points radially outwards from the center. This leads to a force towards the beam axis for the

low-field seeking states, explaining the acceleration of the Rydberg atoms and the rotation of

the phase space distribution, see Fig. 5.3 (g).

Figure 5.6.: Equipotential lines of the electric field strength in the opening of the stack electrode 2,
see Fig. 3.1. The field strength increases with the radial distance from the center. The y - axis is the
vertical distance from the chip surface.

Deflection at the stack electrode

The sharp bending of the phase space at the edge, see Fig. 5.3 (g) or Fig. 5.4 (g), is another

secondary effect when the atoms pass the opening in the electrode. The edges of the metal

structure at the opening of the electrode lead to strong field gradients and an acceleration of

the Rydberg atoms. Only atoms far off the center, therefore only atoms at the edge of the

cloud, see these fields and are deflected from the propagation direction.

This effect is negligible in the y - direction: Due to the smaller extend of the cloud in this

dimension, the Rydberg atoms do not come close enough to the electrode in order to observe

the effect.
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5.4. Guiding the atoms with a stronger quadrupole field

5.4. Guiding the atoms with a stronger quadrupole field

If higher potentials are applied on the on-chip electrodes, the force exerted onto the atoms is

stronger and the atoms are focused at a different point. A further increase would even lead

to a transverse oscillation within the quadrupole guide.

In this section the trajectories of the Rydberg atoms are analyzed if −40 V, 10 V, −10 V and

40 V are applied on the guide electrodes, see Fig. 3.5. This corresponds to the case discussed

in Section 3.4.2.

After the guide, the atom cloud is slightly compressed in transverse direction, see Fig. 5.7 (a)

and (b), but not yet focused. Due to the acceleration in the quadrupole field, the transverse

velocity is high, shown in Fig. 5.7 (c). As after the guide the restoring force acting on the

Rydberg atoms towards the center no longer applies, the atom cloud can freely expand in the

transverse direction.

The MCP signal depends on the spatial distribution in the ionization region and is observed
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Figure 5.7.: (a) and (b) Spatial distribution of the Rydberg atoms after the quadrupole guide, if
−40 V, 10 V, −10 V and 40 V are applied on the on-chip electrodes. Due to the larger applied
potentials, the vertical acceleration at the edge of the cloud is more pronounced than in the previous
simulation, see Fig. 5.3. (c) Phase space distribution in the x - direction. (d) Position of the atom
cloud with respect to the stack electrodes. (e) – (h) Atom cloud in the ionization region. The atoms
are spread within a large volume, such that this spatial distribution cannot efficiently be mapped onto
the MCP.

in the experiment. In the case of focusing (Section 5.2), the transverse position spread was

minimal there, and the spatial distribution of the Rydberg atoms showed a clear structure at

the MCP detector, see Fig. 5.5.

In the present case, however, the atom cloud is focused 11 mm before the ionization, corre-

sponding to a propagation time of around 15 µs. Due to the velocity distribution after the

guide, the atom cloud is considerably extended in the transverse direction during this time.
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5.4. Guiding the atoms with a stronger quadrupole field

The majority of the atoms in the ionization region are therefore far off the z - axis, shown in

Fig. 5.7 (e) to (g). In addition, due to ion optic effects only a small fraction of the atoms

finally reaches the MCP detector, and the spatial distribution is basically homogeneous there.

These simulations predict that with the proposed voltage configuration the atoms can be

confined in transverse direction above the chip, but it is not possible to directly image this

effect onto the MCP detector. The reason for this is the transverse velocity of the atoms

combined with the relatively long distance from the end of the guide to the ionization region,

such that the atom cloud will expanded to a large volume.

To see an effect of the quadrupole guide on the MCP detector – different from the focusing –

would be to further increase the trap potential, such that the atom cloud is focused in the first

half of the guide and transversally decelerated in the second half. The potentials to achieve

this are −260 V, 65 V, −65 V and 260 V on the on-chip electrodes3.

However, with this potential configuration it is not possible to decelerate a majority of the

atoms to a low transverse velocity at the end of the guide, as it is illustrated in the phase

space in Fig. 5.8 (a). The reason is the anharmonicity of the quadrupole potential, which

leads to the spiraling of the phase space distribution, such that only a small fraction of the

atoms is finally slowed down in the transverse direction. A similar effect was observed in the

trapping experiment in Section 4.5.1. Consequently, the spatial distribution in the ionization

region is basically homogeneous here as well, as shown in Fig. 5.8 (b).
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Figure 5.8.: (a) Phase space density distribution in x - direction after the guide, for −260 V, 65 V,
−65 V and 260 V on the on-chip electrodes. (b) Transverse spatial distribution in the ionization
region.

3These values actually seem to be too high to be applied on the on-chip electrodes. However, for the
simulations there is of course no technical limit.
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6. Conclusion and Outlook

In this thesis a simulation program to calculate the trajectories of Rydberg atoms in the

experimental setup has been developed. This allows to study the effects of electric fields on

the atoms and to predict the signal on the MCP detector, which is important for the inter-

pretation and analysis of the experimental results.

Another application is the testing of different designs of the setup and in particular the ar-

rangement of on-chip electrodes, as both are not definite yet. The trajectory simulations

allow to carefully investigate the properties of each element and to try different approaches

in order to optimize the experimental setup accordingly.

In the realm of this thesis, a first version of an on-chip quadrupole guide for the Rydberg

atoms has been designed and investigated with the simulation program. It was shown that

the proposed guide can be used to focus the atoms at a specific point and to subsequently

observe this effect at the MCP detector. The experimental realization of this system will

allow to draw conclusions for future setups, with the aim to guide Rydberg atoms at a short

distance above a microwave transmission line.

First experiments with the Rydberg atoms will be performed in the near future. The effects of

the chip surface and the electric fields generated by on-chip electrodes on the Rydberg atoms

will be studied and can be analyzed by comparing the results with the simulations. In a later

stage the interaction with microwave fields of a transition line resonator will be investigated.

This includes the driving of transitions between different Stark states of the atoms with the

microwave radiation, as well as observing shifts in the resonance frequency of the resonator,

depending on the state of the Rydberg atom.
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A. Units and constants

A.1. Atomic units

Quantity Symbol Value Unit

Unit of charge e 1.60217653(14)× 10−19 C
Unit of mass me 9.1093826(16)× 10−31 kg
Unit of action ~ 1.05457168(18)× 10−34 Js
Unit of length a0 0.5291772108(18)× 10−10 m

Unit of energy Eh = ~
2

a2
0
me

4.35974417(75)× 10−18 J

Unit of time ~

Eh
2.418884326505(16)× 10−17 s

Unit of force Eh

a0
8.2387225(14)× 10−8 N

Unit of velocity a0Eh

~
2.1876972633(73)× 106 m

s

Unit of electric potential Eh

e 27.2113845(23) V

Unit of electric field strength Eh

a0e
5.14220642(44)× 1011 V

m

Table A.1.: Atomic units [29, 25]

In this unit system it is:

~ = 1
e = 1
c = 137.036 = 1

α
ε0 =

1
4π

R∞ = 1
2

Table A.2.: Some important constants in atomic units
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