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This report describes the implementation of �rst and second order autocor-
relation function algorithms with a high speed analog-to-digital converter and
a �eld-programmable gate array in circuit quantum electrodynamics. Results
suggest that �ltering and �rst order measurements work properly, however
the second order correlation remains to be tested further.
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1 Introduction

In circuit quantum electrodynamics (cQED) it is interesting to measure correlation func-
tions which are an important tool to study quantum mechanical e�ects as for instance
the Hong�Ou�Mandel e�ect [5] and thereby help to validate theoretical predictions.

1.1 Correlation Functions

One example for the use of correlation functions is the measurement of photon antibunch-
ing in quantum mechanical two-state systems, demonstrating their quantum mechanical
nature. Consider a two state system as a perfect single-photon emitter. During the tran-
sition |1〉 → |0〉 a photon is emitted. Before another photon can be emitted the system
has to be excited again. This results in the fact that the time di�erence between the
emission of two photons can't be arbitrarily small, giving a dip at τ = 0, which is called
antibunching [4] .
The �rst order autocorrelation function is de�ned as [6]

G(1)(τ) = 〈â†â(τ)〉

where â† and â are the creation and annihilation operators of the two-state system.
However we are also measuring noise and therefore are not able to measure G(1) directly
but

Γ(1)(τ) = 〈Ŝ†Ŝ(τ)〉

Now if we switch o� the signal and just measure the noise we get the following expression
for the correlation function

H(1)(τ) = ge〈ĥĥ†(τ)〉

Careful considerations result in a formula for the proper correlation function

gG(1)(τ) = Γ(1)(τ)−H(1)(τ)

where g is the ampli�er gain.
Summarizing:
G(1)(τ): First Order Single Channel Autocorrelation
Γ(1)(τ): Measured First Order Single Channel Autocorrelation
H(1)(τ): Noise First Order Single Channel Autocorrelation

The second order autocorrelation function is de�ned as

G(2)(τ) = 〈â†â†(τ)â(τ)â〉

Following a similar derivation we will arrive at

g2G(2)(τ) = Γ(2)(τ)−H(2)(τ)−2gG(1)(0)H(1)(0)−gG(1)(−τ)H(1)(τ)−gG(1)(τ)H(1)(−τ)

We use the well known convolution theorem (with a factor depending on convention)

F (f ∗ g) = F (f) · F (g) , f, g ∈ L1(R)
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Let I and Q denote the quadratures of the signal. This enables us to determine the
correlation functions in our setup in the following way

G1 : IFFT (〈FFT (I + iQ) · FFT (I + iQ)∗〉)

G2 : IFFT
(
〈FFT ((I + iQ) · (I + iQ)∗) · FFT ((I + iQ) · (I + iQ)∗)

∗〉
)

The fast Fourier transform (FFT) is a very e�cient algorithm for computing the discrete
Fourier transform. It allows the rapid computation of convolutions.

1.2 Setup

A typical setup used for cQED experiments as it was also used for our measurements is
shown in Figure 1 . On the left the generation of a probe microwave tone (in our setup
at ∼ 7 GHz) is shown. Therefore a low frequency (≤ 500 MHz) signal from an arbitrary
waveform generator (AWG) is upconverted using a microwave generator. Both can be
controlled by a PC, usually using LabView. Normally the AWG patterns are created
with Mathematica. The probe tone is then sent to the sample inside the cryo. The
outcoming signal is again down converted and digitized using a high bandwidth analog-
to-digital converter. The digitized signal is processed using a �eld-programmable gate
array (FPGA) including for example a fast Fourier transform and the result transferred
to a PC. Up and down conversion are used since it is much simpler to handle signals at
frequencies below 500 MHz, for example when it comes to digitizing.

ADC FPGA PC

AWGs

Microwave
Generators

Upconversion DownconversionCryo

Figure 1: Schematic of the setup used for our measurements, description in the text

1.3 Previous results

Correlation functions are used to observe antibunching in circuit quantum electrodynam-
ics, showing the quantum mechanical character of a single photon emitter [7] . It is also
interesting to look at a thermal source, �ltered by a resonator, or a coherent source [8] .
For a coherent source the second order correlation function is simply a constant. For a
thermal source one observes photon bunching.
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1.4 Hardware

As mentioned above, the digitized signals are processed using a �eld-programmable gate
array (FPGA). An easy way to fancy an FPGA is to think of a chip providing logic
functions that can be programmed. It is a tool to implement quasi arbitrary integrated
circuits that can be recon�gured. FPGAs process information parallel. By contrast a
central processing unit (CPU) works in principle sequentially. An FPGA usually pays
o� compared to microprocessors when it comes to large amounts of data at high speeds.

In our group most experiments are done using hardware (featuring a Virtex 4 FPGA)
with a bandwidth of ∼ 50 MHz. For the present thesis new hardware, introduced in
previous work [1], was used with the main advantage of a higher bandwidth.
It features a Xilinx ML605 evaluation board, shown in Figure 2 , with a Virtex 6 FPGA
and a 4DSP FMC110 daughter card (FPGA Mezzanine Card - FMC), shown in Figure 3,
with two TI 1 GS/s ADCs. The Virtex 6 has more logic cells, slices et cetera compared
to the Virtex 4 and hence o�ers more possibilities. A more detailed depiction is given in
[1].

Figure 2: The Xilinx ML605 evaluation board, taken from [2]
.
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Figure 3: The 4DSP FMC110 Analog-to-Digital converter board, taken from [3]
.

1.5 Firmware and Software

The programming of the FPGA is done in Simulink and VHDL. The present thesis deals
primarily with extensions to the code written by Yves Salathé (Figure 4 ).

ADC 1 
FFT 1

ADC 2

Signal Math

Downconversion

Downconversion

Correlator

Averager
Memory
Interface

Figure 4: Schematic of the Simulink code.

First of all the digitized signals from two ADCs are downconverted to a �xed inter-
mediate frequency of 250 MHz. SignalMath is a block which enables the user to choose
the input to the FFT by writing a register of the FPGA, normally via LabView. The
Fourier transformed signal is then averaged over many shots in order to improve the SNR.

LabView software is used to conduct the measurements, control AWGs and microwave
generators and check the obtained data. Also a C++ library was written in previous work
[1] to communicate with the FPGA, write registers and read and write the memory.

2 Code modi�cations and extensions

The main task now was to extend the code to second order autocorrelation functions. So
far we were limited to timetraces, �rst-order autocorrelation functions and power spectral
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densities. Figure 5 shows the schematic of the Simulink code after the modi�cations.

Boxcar

ADC 1 
FFT 1 mult.

Boxcar

ADC 2

Signal Math

Downconversion

Downconversion

FFT 2AutoSignalMath cplx. conjug.

Correlator

Averager Memory
Interface

AutoSignalMath
Segments

Figure 5: Schematic of the modi�ed Simulink code.

In principle the code is just a realisation of the equation given in section 1.1 . A second
FFT was added. This is in principle not neccessary for autocorrelation measurements
but already paves the way for future crosscorrelation measurements.

AutoSignalMath which is described below is an extension to SignalMath which auto-
matically changes the input of the FFT. This makes it possible to measure the correlation
functions for noise and the signal almost simultaneously.

Since noise, especially DC noise, has an e�ect on the correlation functions, �ltering
becomes necessary. In case of G2 we are performing a nonlinear operation ahead of the
FFT. This makes it impossible to perform the �ltering afterwards since these operations
do not commute.

2.1 Moving Average Filter - Boxcar

We realised the most probable simplest �lter one can think of, an eight point moving
average �lter with constant coe�cients (boxcar �lter). Since an eight point boxcar has a
node at −250 MHz the DC Noise which is at −250 MHz after the downconversion gets
supressed. The �lter function reads

s̃i =
1

8

7∑
j=0

sj

with a frequency response given by [9]

H(f) =
sin (8πf)

8 sin (πf)

The Simulink code shown is implemented with a clock frequency of 125 MHz. This makes
it necessary to process eight samples in parallel. Therefore already a simple boxcar gets
quite complicated.
Figure 6 shows a simpli�ed version of the Simulink code implemented.
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Figure 6: Simpli�ed Simulink code for the boxcar �lter, �rst the eight parallel samples are
unbundled, then added successively, keeping the number of adders small. The
result is divided by eight. In the end the �ltered samples are again bundled.
The whole �lter can be deactivated using a register and a multiplexer.

The frequency response was determined using almost white noise from an AWG and
comparing the spectra of the �ltered with the un�ltered noise. It is shown in Figure 7 .
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Figure 7: Frequency response of the boxcar �lter. Measured quantities are shown in blue,
theory in red

2.2 Segments and AutoSignalMath

AutoSignalMath is a part of the FPGA �rmware written previously for the Virtex 4 by
Christian Lang using Simulink and VHDL. It cycles the input of the FFT through a
speci�ed list from pattern to pattern. Via software the user can choose from di�erent
prede�ned pattern lists. This makes it possible to measure �rst and second order auto-
correlation functions for noise and signal which are averaged seperately resulting in four
di�erent segments almost simultaneously. To be precise �rst the input is chosen so that
�rst order functions can be measured. It stays the same for two measurements. Then
the same is done for the second order functions.
This makes the calculation of the proper autocorrelation function, as described here,
much simpler (we need less averages) since the noise changes over time.
Given that the code was already existing for the Virtex 4 it was simple to implement it
for the Virtex 6.
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3 Measurements and Results

The second part of the work focused on test measurements. After a few simple tests it
was the aim to use the system in a real measurement setup where the high bandwidth is
useful.

3.1 First Test Measurements

In order to check proper functioning of the modi�cations implemented a very simple
setup, shown in Figure 8 was used.

An Arbitrary Waveform Generator (AWG) was directly connected to the ADC input
of the FMC110 card, additionally providing a trigger. A 10 MHz Rubidium Frequency
Standard was used as a clock. For di�erent test patterns generated with Mathematica
and played with the AWG time traces, G1 and G2 were measured.

ADC

Clock

FPGA PC

AWG

-13 dB

Analog

Marker

ADC

Trigger

10 MHz Rub.

Figure 8: Schematic of the setup used for the �rst test measurements

Figure 9 shows one test pattern and the corresponding G1 and G2 as well as the theo-
retical determined functions.

10



Figure 9: From top left: The envelope of the 250 MHz test pattern used, G1 and G2.
Measured quantities are shown in blue, theory in red

The measurements are in good agreement with the results expected, as also visible from
Figure 9.
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3.2 Sample

Measurements were done with a three-qubit sample shown in Figure 10 designed and
fabricated by Jonas Mlynek.

Figure 10: The sample used for our measurements after bonding. Optical microscope
image.

The main parameters are:

• 1
κ ≈ 20 ns

• 2π
g ≈ 200 ns

• ν0 ≈ 7 GHz

• T2 ≈ 400 ns

The sample ful�ls the so called bad cavity limit meaning κ� g � γ. The parameters
suggest the use of high bandwidth measurement techniques.

3.3 Coherent and thermal sources

We chose to look at thermal noise and a coherent source. For the coherent source we
simply used a microwave generator. For thermal noise we used the white noise output of
a Tektronix AWG with a bandwidth of ∼ 500 MHz. After upconversion this gives almost
white noise from 6.5 GHz to 7.5 GHz. A DC-o�set for calibration is applied at the mixer
to avoid LO leakage. Both signals were sent through the resonator. Figure 11 shows a
schematic of the setup.
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Figure 11: The Setup used for measurements of thermal noise and a coherent source. On
the left side the noise generation is shown. On the right side one can see the
downconversion, ampli�cation and �ltering as well as the ADCs

The power spectral density is just the Fourier transform of the �rst order autocorrelation
function. It is shown for thermal noise �ltered by the resonator in Figure 12 . The same
with one qubit tuned on resonance is shown in Figure 13 .

Figure 12: The power spectral density of the thermal noise through the resonator. The
non-constant ampli�er gain is visible. The central dip is so far not fully
understood.
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Figure 13: The power spectral density of the thermal noise through the resonator with
on of the qubits tuned on resonance. A simple classical model is a driven
damped harmonic oscillator coupled to another damped harmonic oscillator.

Figure 14 shows the corrected second order autocorrelation function and a comparison
with theory. The triangular shape looks somehow suspicious indicating that there is still
something going wrong.

Figure 14: The corrected second order autocorrelation function. Black: Simulation, Red:
Simulation accounting for �nite sampling rate, Blue: Measured Values
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4 Conclusions

An existing data acquisition system for measurements in circuit quantum electrodynam-
ics was extended to measure autocorrelation functions. It was tested with overall positive
results however further analysis for the second order functions is necessary. Therefore
the next steps will involve more tests and evaluation.

It will be an interesting task to extend the work presented here to higher order and
crosscorrelation functions.
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