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Abstract

Transmon qubits coupled to microwave cavities have been recognised as a convenient platform
of quantum information technology (QIT) experiments. To investigate the properties of these
systems and to show predicted quantum phenomena various experiments are done, where
state transitions are driven with microwave pulses. There are a number of drifts of parameters
in such experiments, which need daily calibration. To calibrate eigenfrequencies, pulse shape
and timing various standard measurements are done. As some of them are done quite often,
automation of these operations pays off. After a short introduction, this thesis describes the
improved data flow and configuration files of the automatic calibration software QubitCalib.
In the second part multi-qubit measurements now embedded in QubitCalib are discussed.
This includes comparison of experimental and simulated landscape of the relative phase

measurement and visualisation of the C-PHASE gate operation on pair of Bloch’s spheres.



1 Introduction

1.1 Motivation

Quantum computing is hoped to help us in several ways. Most famous examples of its
applications are the factorization of large numbers using Shor’s algorithm and exchanging
secret data using quantum cryptography. Thus it makes classical cryptography crackable and
at the same time provides a secure quantum communication channel as a replacement. But
there are also a large number of other problems which are hard to solve on classical computers
and which have faster quantum analogues. These include in addition to NP-complete and
combinatoric optimization problems, also problems of scientific calculations including the
simulation of complex quantum systems. The latter is complicated for classical computers
due to rapid growth of the number of dimensions of the Hilbert space when free parameters
are added. In contrast this is not a problem, in principle, for quantum computers which
thereby would be an important tool also for physicists. In addition to quantum simulations
there are other ways in which investigating quantum systems for information technology
(QSIT) provides us a better understanding of quantum world in general. These include
deeper understanding of decohering process, quantum measurements, non-locality of reality

and borders of macroscopic classical and microscopic quantum worlds.

1.2 Short history of the field

The earliest proposal for using the laws of the quantum world for information technology
purpose is considered to be by Stephen Wiesner in late 60s [Nielsen 00, Ch. 1.1.1], who
proposed early ideas of quantum cryptography and superdense coding. By today many
physical implementations have been proposed for QSIT purposes. Photons where used for
first experiments, as they couple to their environment weakly keeping the quantum state’s
purity. Also polarization states map naturally to the Bloch sphere, a representation of the
state-space of single quantum bits or qubits in short. But the weak photon-photon interaction
in transparent mediums has so far prevented realising useful quantum algorithms in photonic
systems. Due to well developed experimental techniques used in nuclear magnetic resonance
(NMR) first QSIT experiments of quantum algorithms were possible [Chuang 98]. But as
coherence time decreases with the size of the molecules [Gershenfeld 97] and since in liquid
state room temperature experiments one always has to fight with thermal population in
addition to unwanted couplings this approach is probably not scalable [Warren 97| or suitable

for generic quantum computation [Menicucci 02].



Today there are several more promising platforms for QSIT. Among experiments with semi-
conductor quantum dots [Hanson 08] and trapped ions [Haffner 08] in the last ten years super-
conducting qubits have quickly proven to be one of the most promising approaches [Clarke 08].
They can be considered to be artificial atoms in resonators which is an important and con-
venient setup of quantum optics. Instead of optical resonators on-chip coplanar wave-guides
and instead of timing flying atoms qubits are fabricated onto the same chip. Thus the experi-
ments are easier to control and upscale. The qubits themselves consist of two superconducting
islands separated with Josephson junctions, which provide the needed non-linearity. The ones
designed with large capacitance for making them insensitive to charge noise are referred to
as transmon qubits [Koch 07]. The same design also gives them a large dipole moment for
better coupling to one or more resonators. The formed loop couples to a magnetic field,
which is used to tune energy levels of the artificial atoms into resonance with other qubits
in the resonator or with the resonator itself for coherent exchange of photons. By design the
qubits are controllable with microwave frequency range pulses, which enable good control of
timing, strength and phase of the pulses - something which is much harder in the optical
frequency range.

Coherent control of superconducting qubits was first achieved in 1999 [Nakamura 99]. In 2004
strong coupling to coplanar microwave resonator was realized [Wallraff 04]. Since then inter-
qubit coupling [Steffen 06], multiple qubit tomography [Filipp 09], error correction [Reed 12]
and even 3 qubit Shor’s code have been demonstrated [Lucero 12]. Some of the limiting
factors are still qubit coherence times and fidelity of microwave photon detection. For a

more detailed overview of late developments refer to [Eichler 13, Ch. 1.3].

1.3 Experiment

The experiments in this thesis were carried out with the setup and sample used for the
quantum teleportation experiment [Steffen 13]. As can be seen from Figure 1, the chip has
four transmon qubits in three resonators two of which are connected to input-output ports.
Each qubit has its charge line, which is used for voltage biasing and drive pulses. The
drive pulses are microwave pulses with controlled phase and amplitude. These enable qubit
state rotation on the Bloch sphere around arbitrary o,, plane axes, where o represents Pauli
matrices. The o, rotations can be done using a sequence of o, and o, pulses or by detuning
(analogue of Larmor precession in the rotating wave approximation) [Baur 12][Ch. 2.2.1].

Using the described rotations, all single qubit gates can be realised. For best gate fidelities
parameters like pulse amplitude, frequency and ratio of quadratures are calibrated. For

multiple qubit gates each qubit also has a magnetic flux line such that it could be tuned



into resonance with other qubits or with the resonator by fast current pulses. This requires
calibration of the flux pulse amplitude, length and also relative timing and crosstalk effects
of flux pulses.

Fine-tuning these parameters becomes a tedious task for more complicated pulse sequences
and this is why the software QubitCalib has been developed. In the next Chapter I will
describe the improved data flow and some other new features of the software together with
a few principles which should be kept in mind in future software development. Then I will
discuss the way how multiple qubit operations are done in more detail and also what kind of
measurements reveal the optimal parameters for the gates. The aim of all of it is to reduce
experiment time and thus make it easier to try out more sophisticated quantum algorithms

and measurements.
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Figure 1: Rendered image of the sample used to test software and methods
developed in this thesis. There are four qubits with voltage bias lines (green) and
magnetic flux lines (blue). Qubits are connected with three resonators, out of which
R1 and R3 can be read out using the readout ports (red). Sample fabrication,

characteristics and image courtesy [Steffen 13].



2 Experiment control software

For more complicated experiments software becomes an important factor determining the
experimental capabilities. Software used in the Quantum Devices group for experiment
control can be divided into two parts. The first part called the Cleansweep is a program
written in LabView and has been used with several setups in the Quantum Devices group.
Its task is to control all of the physical devices such that the user or higher level software
does not need to handle communication and control of the hardware. QubitCalib is another
LabView program used for automated calibration using standard measurements. On the
front end one can configure the calibration sequence and choose which devices are used to
control physical qubits. Detailed configuration of devices and physical characteristics of the
experiment are stored in a number of configuration files. Based on the settings QubitCalib

1. calls the Mathematica pattern generation script,

2. runs the experiment using Cleansweep and

3. calls the Mathematica data analysis script
for each calibration operation in the sequence. In the end of the sequence a log file is assembled
from the output of the analysis scripts and shown to the user. Automatic calibration of single
qubit operations in QubitCalib was completed by Tim Menke [Menke 13] and a generalization
of this to include also transitions to the second exited state has been implemented by Andreas
Landig [Landig 13]. More detailed description of software architecture regarding data flow
and configuration files fallows.
Below many configuration files are mentioned and as most of the files have a different opera-
tion specific name and even file name extensions of the same file vary they are referred using
nicknames. These nicknames are important to help people understand better, which files are
meant in conversations and documentations. More or less agreed nicknames are written in

typewriter font and sometimes alternatives are also mentioned using italics.

2.1 Operation and data-flow

When considering where to add new parameters or where to look for solving problems
in operation it is important to understand how different parts of QubitCalib interact and
how information is passed. The input-output relations of different software components are
schematically represented on Figure 2.

Calibration operation begins with pattern generation but it cannot start without initial pa-
rameter values. In addition to QubitCalib.ini which contains more abstract parameters,

PaternConfig file is needed with details of the physical properties of pulses, such as the
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Figure 2: Description of data movement between components of QubitCalib.
Red and green colors indicate Mathematica and LabView scripts and VIs. Blue
indicates files. Those files marked with 'B’ are backuped in the data folder.

White coloured blocks mark hardware.

length and amplitude. This file is changed by hand when the experiment is initially cali-
brated after the cool-down and later the values are automatically updated during the routine
calibrations. The path of the QubitCalib.ini file is passed to the pattern generation script
via a command-line parameter. The path of the used PaternConfig is chosen on QubitCalib
front-end and passed to pattern generation inside QubitCalib.ini.

The pattern generation Mathematica script outputs following files:

AWG patterns - .pat binary file of integers representing every waveform and .seq file

describing the sequence of .pat files to be executed by the AWG.

PulsesConfig - described in Section 2.2.2.

All of these files are saved into the folder of PatternConfig file sometimes referenced as
AWG drive which is the network share the AWG can access. AWG patterns have subfolders
with operation name and AWG number. While patterns are directly read by the AWG
(controlled by CleanSweep) the PulsesConfig gets renamed and moved! to data folder by

Tf pattern generation Mathematica script adds some variables in the right format, CleanSweep can use
it to show ongoing experiment output on the front end with appropriate axis but this is not mandatory.



CleanSweep, such that the Mathematica script used for pattern generation would not need
to know anything about the data folder path or structure (controlled by CleanSweep) and
at the same time all of the configuration and log files would end up in the same place by the
end.

When the experiment is done, the data is stored to the data folder. For archiving purpose
CleanSweep configuration and screenshot of its front-end are also saved there.

Analysis file gets the paths of data folder containing pulsesConfig and raw data from
measurements again from QubitCalib.ini. It preforms the analysis and sets new values
of pattern parameters in PaternConfig unless update PatterConfig option on QubitCalib

front end was disabled.

2.1.1 Usage of standard output

Both Mathematica scripts send string formatted debugging data and measurement results

back to QubitCalib through standard output. In LabView it is parsed line by line. First

white-space separated string of every line is considered to be a label. At this point there are

3 fixed labels.

ErrorMsg is the only mandatory one. It contains string formatted verbal error message. If
there was no error, ErrorMsg none should be returned, otherwise QubitCalib thinks,
that Mathematica script had an unexpected error and will not continue.

Error carries the error code. This can be used to indicate a class of errors. For example
Error 6004 indicates that there was inconceivable parameter in the configuration file.
A list of used error codes can be found from error_codes. txt in the QubitCalib folder.

Rerun - if it is returned with value other than 0, the calibration sequence will be repeated.
This can be used for example in case the accuracy is not yet good enough. At this
moment only multiple qubit operations support this feature.

In addition to this an arbitrary label can be used to send back any sort of string formatted

debugging data from Mathamatica to the QubitCalib front end. If one wants to enable or

disable the labelled messages shown in the status box during the calibration the corresponding
label has to be added to "Debug tag list" on the QubitCalib frontend.

2.2 Configuration files

There are many configurable parameters which give the software the flexibility needed for
physics experiments. There is not only more parameters than could fit onto the front-panel
of the software but also too many to hold in a single type of configuration file. As complexity

of the experiment setup is growing vastly it is important to introduce certain principles



of modularity into the software development. One component of this is stating the clear
meaning and purpose of the different configuration files such that they would be used only
for one purpose and for one kind of data. This might make the implementation of some new
features more inconvenient, but it pays of later. For example while debugging one knows in
which configuration file to look for certain kind of parameters without detailed knowledge
of the software architecture. Below there is an attempt to describe meaning and purpose of

existing files and of the ones added as part of the semester project.

2.2.1 QubitCalib.ini

QubitCalib.ini is generated by QubitCalib and contains parameters for Mathematica scripts.
It includes only general QubitCalib operation and software specific parameters including

e paths for data input and output,

« paths to other configuration files (eg. PatternConfig),

o output channel indexes and corresponding logical qubits the pulses will be generated

for,

e run number to indicate how many times the same operation has already been run, and

o logging index to give script a unique index in calibration sequence.
QubitCalib.ini should not contain information about physical properties of the experiment
(for example frequency of qubit) nor setup specific information (e.g. model of the microwave
generators). If it contains some information like this, it is due to convenience of exporting
the data. Mathematica scripts should not make use of such parameters.
As this file contains paths of all of the other files and logs, it is in principle the only thing
one needs to pass to Mathematica to run it by hand in lab or when testing Mathematica
scripts for QubitCalib.
This file is saved in LabView cluster output format. It is also easy to read numerical and
string values from it in Mathematica scripts, but some care has to be taken when passing

arrays conveniently.

2.2.2 PatternConfig and PulsesConfig

PatternConfig contains information about the physical properties of the sample and experi-
mental setup, which is needed to generate pattern files for AWG pulse sequences. PulsesConfig
has information about already generated pulses and is needed to interpret the obtained data
after the experiment. Here are some more important parameters contained in the files:

o mand 7 pulse amplitudes,

o [F frequencies,



« DRAG pulse parameters,

o flux pulse parameters,

« AWG types (needed for exporting patterns in right format)

o AWG channel assignment (either mixer input quadratures or pair of fluxlines) and

 mixer calibration parameters (quadrature phase and amplitude).
PatternConfig and PulsesConfig files have basically the same contents. The only difference
is that pulse generation Mathematica scripts add some description of the generated pattern
to the file. These additional parameters are needed to interpret raw measurement data by
analysis script and some of them are also used by the CleanSweep front-end (scales of plot
axes for example).
These files are written in Mathematica syntax with few additions. Import functions provided
by PulsesGeneration Mathematica library interpret lines beginning with # as comments
and arrays as channel-pair-wise parameters®. This file is also meant for running the ex-
periment without central control of QubitCalib and needs to remain in a somewhat human

readable for this purpose.

2.2.3 Cleansweep config

This file was first intended to be just a copy of the CleanSweep front-end settings so that
it could be backed up after every measurement or reloaded with configurations for spe-
cific purposes. This also specifies the format used: LabView specified text file similar to
QubitCalib.ini. Regarding QubitCalib it is used as a template file containing the full set
of common configurations one uses in Cleansweep when doing such calibration measurements.
Among many parameters the file contains the experiment’s repetition rate, AWG ouput am-
plitudes, LO and RF generator frequencies, DC offsets for mixers and FPGA configuration.
QubitCalib loads the file prepared for such usage - often called CleanSweep dummy or Rabi-
Ramsey-config. After reading the file in, operation specific things are overwritten in the
experiment settings cluster. For example which RF generators should be turned on. This is
done for every step in the calibration routine. Then the cluster is passed to CleanSweep as
Sub-VI parameter. While the experiment runs, one can double-check the parameters from
the Cleansweep front end. The experiment settings cluster contains in addition to settings
from Cleansweep config also a VISA communication configuration which is read in from
another file Cleansweep communication config.

As Cleansweep controls all the details of the devices and electronics, this configuration is what

2In case this behaviour is not wished, one should add an extra layer of {} brackets around the array to

make the outermost dimension to be 1.
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this file should contain. Since Cleansweep is used for many purposes and without QubitCalib,

the file should never contain some QubitCalib or higher level operation information.

2.2.4 Backups, logs and paths

There are few other files not shown on the data-flow diagram shown in Section 2.1 as they
are not read by any program but are stored for logging purpose. In the QubitCalib log
folder concatenated output from analysis scripts QubitCalib analysis log is saved as
a pdf and also in nb format. In QubitCalib backup folder a backup of PatternConfig
is saved®. The CleanSweep configuration for each experiment is saved for later reference
into the so-called data folder. This is also the place for storing measurement output data.
Names of sets of files in this folder corresponding to one experiment run by CleanSweep are
prepended with an experiment identifier number referred to as CleanSweep number.

Paths to all of the folders just named can be set on the QubitCalib front end. Automati-
cally the data folder will contain subfolders corresponding to the date of the start of the

experiment, but this behaviour can be overridden using QubitCalib front end options.

2.2.5 Proposal for naming convention

Most of the file names make sense, if the historical reason and content of the file is known.
But to make it more intuitive and to force the principle of distinction and classification of
parameters and stress the format of the file some unification should be made.
Most confusing of all is the nickname of QubitCalib.ini which instead could be named
QCalibOperationConf as it contains settings for the pattern generation and analysis scripts
used in a particular calibration operation. In contrast the file used to store all fron end
settings of the QubitCalib could be called QCalibConf.
Currently there is no consistency regarding extensions. As an example PulsesConfig has
the extension .txt when generated by the Mathematica pulses generation script and later
when renamed by Cleansweep it gets the extension .dat although the content is the same.
Furthermore the .ini is often the nickname of QubitCalib.ini. Instead the extension
should represent the file format. Here is one possible classification of formats:
.ini files generated using native format of LabView. Both reading and writing VIs are
provided in the library OpenG. In Mathematica reading is also implemented and used
in several places to read the QubitCalib.ini file. While it works well for numbers and

string, some tricks are needed for convenient representation of arrays.

3 After finishing the experimental work for current thesis also dumping QubitCalib front end settings and

status log has been implemented.
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.cfg are written in a Mathematica convenient format. For exporting one uses InputForm of
Mathematica. After reading the tokens in they can be interpreted with ToExpression.

.bin extension should be used for binary data files.

.dat files should contain raw data tables in text form.

.txt marks free formatted text. For example a human readable log file.

Although files already exported by current software will not be renamed due to compatibility

issues with older data, other setups and large amount of hard-coded naming-conventions,

this convention should be followed when naming new kind of files.

2.3 Additional improvements

Here a few additional important improvements are described which were realised as part of
an assistant contract after the semester thesis.

In the pattern generation libraries there are special functions to evaluate list of expressions
which describe exported AWG patterns. A usual experiment has a long sequence of patterns
and often some AWG channels are always filled with zeros or other repeated patterns. To
make pattern generation more efficient an Optimization step was added which reuses pulses
already generated by referring to the same pattern file in the sequence description. To check,
if such pattern is already used, a hashtable is used. For some sequences this saves more than
two orders of magnitude in used HDD space, RAM usage, pattern generation and uploading
time.

Existing mixer calibration subVIs were embedded such that it can be a step in the automa-
tized calibration routine. Also a framework for calling Mathematica commands in LabView
was built to make use of exiting routines to export data plots for calibration log and to
update the PatternConfig file in case for mixer calibration.

Sometimes things go wrong in the early part of the calibration routine. To make it easier
for the user to notice the error before the whole routine is carried out, output plots are now
shown on front end of the QubitCalib directly after analysing of every measurement. This
feature makes use of the notification system developed to update the front panel from subVIs
before they finish.

As multi-qubit operations needed number of new features and the single-qubit operations were
improved at the same time, two branches of code emerged. To avoid making future changes
and testing twice, these branches were joined. This required generalisation of several existing
VIs and changes in QubitCalib.ini format, which also meant changing Mathematica scripts.
In the future a similar merge should be done in Mathematica scripts as many scripts have

big parts of identical code.
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3 Multiple qubit operations

In addition to single qubit operations, multi-qubits gates are needed to realise quantum algo-
rithms. There are two distinct ways to achieve these in the superconducting circuits [Baur 12,
Ch. 6]: using sideband transition [Wallraff 07] or fast flux pulses [Majer 07]. The second one
gives faster gates but is experimentally more complicated. I will shortly describe this method:
how it is used to realise multi-qubit gates and the measurements done to calibrate this oper-

ation.

3.1 Fluxpulse controlled qubit-qubit interaction

Transmon qubit state energies depend on the magnetic flux and are given by following rela-
tion [Devoret 04]:
k EJmax
Ey=EcMy|k+1—(k+1)mod2+2N,(-1) ,—2[0089|TC (1)
where k is the state index with & = 0 being the ground state, E¢ is the charging energy
determined by the qubit island capacitance, N, is the DC bias in units of cooper pair charges,
Ejimaz 18 the maximum Josephson energy determined by the qubit design, 6 is the phase
difference of the superconducting condensates which is proportional to the magnetic flux and
M 4 is the Mathieu characteristic function. It is useful to fix the DC bias to N, = 0.5 as this
gives first order insensitivity to charge noise and thus longer coherence times.
In the usual schemes qubits are parked far away from resonances with the resonator and
other qubits using off chip flux coils. By using local flux lines of single qubit they can be
switched into resonance with selected transition of another qubit. Even when qubits are
off-tuned from the resonator they can still be coupled though exchange of virtual photons.
Such interaction of two degrees of freedom is often called J-coupling and the interaction part

of the Hamiltonian has the following form:
Hi/h=J3o? [(100{(1]4 + V2[1)(214) @ (|1)(0] + v2[2)(1] ) + h.c.] (2)

where coupling constant J;?B upper indexes A and B represent involved qubits and lower
indexes 7 and j ground states of transitions involved, constant & = h/2r with h being a Planck
constant and h.c. stands for hermitian conjugate. Using Equations 1 and 2 it is possible to
predict transition frequencies for qubits with different flux bias. For qubit parameters from
[Steffen 13]* the transition frequency dependence on qubit A flux bias is plotted on Figure

3. The same parameters will be used for illustrative estimations throughout the thesis.

4Parameters for qubits 2 and 3 are used in experimental data which is showed later.
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Figure 3: Energy dependence of two qubit states on the flux bias of the qubit A.
The flux bias used for C-PHASE operation is marked with a vertical line. When the
energies of two states are tuned to the same frequency, they are shifted by J;;/7
due to qubit-qubit coupling. The splitting is smaller for the second order process
at the anti-crossing of |02) and |20).

When qubits states are tuned into resonance the excitation oscillates between two qubits
at frequency J;;/2m. By controlling the length of the flux pulse and choosing the resonant
transitions different multiple qubit states can be produced.

When [01) and [10) are tuned into resonance for ¢ = 7/2.Jy0, an i-SWAP gate operation is
obtained [Bialczak 10, Dewes 12]. This is because |00) and |11) remain eigenstates but single
excitations are swapped |01) & |10) with an additional phase factor of i.

To get the controlled-PHASE (c-PHASE) gate, the |[11) and |02) states have to be tuned to
resonance for ¢t = 7/Jy; [Strauch 03]. If the length of the interaction enabling flux pulse is
exactly right there will be an additional 180° phase shift turning state |11) to —|11). The
goal of the calibration is to find out 6 and ¢ which would give the best C-PHASE gate.
Notice that on Figure 3 other transitions seem to be far enough from [02) and |11) transition
used for C-PHASE operation. In the case shown on the plot the loss is 0.02% to state |20)
and 0.03% to state |01). This seems to have a negligible effect, but as shown later it can be

observed in our measurement.

3.2 C-phase gate calibration measurements

The qubit response to a flux pulse is approximately known from spectroscopy measurements.
From the location of the anti-crossing one gets the amplitude for the flux pulse and the
width of the splitting at this point corresponds to J/m. Here I will describe more sensitive

and direct measurements.
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For better estimation of the optimal flux pulse length and amplitude which would give the
required operation the so-called Chevron pattern is measured. This consists of setting the
operation qubits to state |11) using m-pulses on single qubits and applying flux pulses with
varying length and amplitude. Before measuring the population of one of the qubits another
set of m-pulses is done to convert {|11) , |20)} superposition to a {|00) , |20)} superposition for
increased visibility. Pulse scheme and observed pattern of coherent oscillations are illustrated
on Figure 4. For C-PHASE operation we are interested in finding the flux pulse amplitude
and length which would end the initial state.

The Chevron pattern measurement has several downsides when it comes to calibrating the C-
PHASE gate. First it is slow, as one needs to measure many points to accurately estimate the
position of the sweet-spot. But it also lacks phase-sensitivity: from Figure 4b it can be seen,
that for any flux pulse amplitude there is a point, where we get back to |11) state. Instead
we get phase-factor of 180° only in case we have passed |02) pure state. This point will be
discussed in more detail in Section 3.3 after having described phase-sensitive measurement
methods.

3.2.1 Relative phase measurement

For daily recalibration a Ramsey-type of phase-sensitive measurement is done. It consists

of two parts. In the first case qubit B is not pulsed and in the second it is exited to the

a) b) 0.9
10) I1,) M‘ ]
(7 0.8
M [11) 0.7
R(1,0) @ R(1,0) g 0.6 D
2 0572
10,) |1.) oz E 04 &
< 038
L : 0.2
R(1,0) ~———— R(1,0) , ' Ho1
0, |—‘ iA . 0
LIRS 0 10 20 30 40 50 60
fluxpulse

Length (ns)

Figure 4: Pulse scheme (a) and measurement result (b) of the more accurate
estimation of flux pulse length and amplitude for the C-PHASE gate. DRAG -
pulses are applied before and after the flux pulse. The flux pulse tunes |11) and
|02) states into resonance and the population is exchanged between them. The
measured population of one of the qubits depends on the length and amplitude of

the flux pulse used and forms the so-called Chevron pattern.
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state |1) 5. Qubit A is in both cases 7/2-pulsed to turn it into superposition state. If now
qubit A is tuned to qubit B using a flux pulse corresponding to the C-PHASE operation
1/v2(]01) + |11)) — Y/v2(|01) — |11)) a state dependent swap of population should take place.
Such a pulse scheme is illustrated on Figure 5a.

Thus a gathered phase of qubit A in the superposition state is different whether the qubit B
is exited or not. To get a C-PHASE gate operation the flux pulse amplitude and length have
to be such that phase difference of these two cases would be exactly 180°. To measure this
relative phase an additional 7/2-pulse is applied on qubit A around sing o, + cos¢ o, similar to
a Ramsey-type frequency measurement. Numeric phase value is obtained by fitting a cosine
to population dependence of the phase ¢. An illustration of such a measurement result is on
Figure 5b.

3.2.2 Relative phase landscape

Relative phase values for different flux pulse lengths and amplitudes define a landscape and
our goal is to find the extrema. When we assume, that we are not too far from the optimal
flux pulse we can always assume power law dependence of pulse amplitude and length. Figure
6a shows a landscape obtained with 9 measurements and contours and center of 2D parabola

fitted on the values. Such method is currently implemented in QubitCalib, the software used

a)
Qo Phase difference 180.-16.1
R(nO) R(n

Qa v §
R(1/2,0) R(n/2 L
0, g
fluxpulse e
o
Q B 2 0.2} |
o [ ]
Q, VAM*\ 0 2 4 6 8 10 12
R(1/2,0) R(n/2 ¢ (rad)
ea_ri
fluxpulse

Figure 5: Pulse scheme (a) and measurement result (b) of the relative phase
measurement. 7/2-pulses are applied to qubit A before and after the flux pulse,
which tunes the |11) , 5 state to resonance with |02) , 5 but not to the states [10) , 5
and |01) 4 5. Phase of the second 7/2-pulse is varied to measure the phase difference
of qubit A in the cases when B was initially exited (blue) and when not (red). The

population is scaled to the result of reference measurements.
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for automatic calibration.

This method only works in case of good starting values. To improve that situation the
relative phase landscape was studied in more detail. On Figure 6b the same landscape is
shown obtained from a larger number of measurements. One can see, that the relative phase
measurement is a lot more sensitive to flux pulse amplitude, than length. Also the formed
valley seems to be tilted.

The features of the experimental data can be reproduced by first principle simulations as can
be seen on Figures 7b and 7d. The valley-like shape of the relative phase measurement is not
so intuitive and is discussed in more detail in Section 3.3 using Bloch sphere interpretation
of C-PHASE gate. The tilt of the valley is due to weak coupling to other nearby energy levels.
Plot 7d becomes symmetric when other non-diagonal elements of interaction Hamiltonian
are removed.

As by the algorithm described in the beginning of the present section, only relative phase
was optimised and it is insensitive to flux pulse length the algorithm leaves it uncalibrated
or even might walk away from the optimal pulse length. As Figures 7a and 7c¢ show, this
corresponds to a smaller amplitude of the oscillations in relative relative phase measurement
due to leaving some of the state population into |02) state.

So the automatic C-PHASE gate calibration method using relative phase measurements could

be improved to make it converge into an optimal configuration from larger space of initial
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Figure 6: Experimental data of the offset of the relative phase from 180° depen-
dence of flux pulse length and amplitude. In case of routine calibration (a) minima
is easily found. More data points (b) reveal only a small sensitivity to flux pulse

length. Flux pulse amplitude axes is in AWG output scale.

17



6 (deg)

6 (deg)

Relphase amplitude Relphase phasedif

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 20 40 60 80 100 120 140 160
| | | L L -
135.88 135.88
134.46 134.46
o
133.02 S 133.02
>
131.6 131.6
130.16 130.16 : :
0. 3572 7142 107.14 0. 3572 7142 107.14
pulse length (ns) pulse length (ns)
(a) Amplitude large range (b) Phase large range
Relphase amplitude Relphase phasedif
0.910.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99 171 172 173 174 175 176 177 178 179

133.32 133.32
Bl
133.02 < 133.02
>
132.74 132.74
132.46 132.46
38.1 4286 47.62 5238 57.14 38.1 4286 47.62 5238 57.14
pulse length (ns) pulse length (ns)
(c¢) Amplitude small range (d) Phase small range

Figure 7: First principle simulation predictions of relative phase measurement
amplitude and phase dependence on flux pulse length and amplitude. Grid lines
mark the optimal length tcpyase and amplitude Ocpyass for C-PHASE gate operation.
Relative phase measurement amplitude is given as proportion to maximum and
relative phase is in degrees. On Figures 7c and 7d color range is clipped to increase

contrast of the interesting range.
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configurations. One way to improve the method would be to investigate how phase and
amplitude from relative phase measurements correspond to gate fidelity and this might lead
to more useful objective function compared to relative phase alone.

Another idea Figures 7a and 7b hint to is the possibility of doing C-PHASE gate using smaller
or higher flux pulse amplitude #. This might be needed, if there is some other resonance one

wants to avoid. The big downside of this scheme is significantly longer gate time.

3.2.3 Dynamic phase measurement

Note, that if the relative phase was the only thing one needed to calibrate for the C-PHASE
gate there should be no phase shift in the case when qubit B was not exited. Thus the
measured population for ¢ = 0 should be 1 in this case and 0 in the case qubit B was initially
exited and the relative phase well calibrated. As Figure 5b illustrates, in both cases there is an
additional absolute phase shift in addition to the 180° relative phase. This is due to flux pulse
caused detuning of |0) — |1) transition resonance frequency vg',,(6) = (Ef‘(&) - E(;‘(Q)) /h.
As transition energies determine the superposition evolution speed the phases of measured
states are shifted in relation to rotating reference frame of corresponding parking frequency”.
Both the [1), and the |1), states gather additional phase shift due to detuning from the

reference. After successful relative phase calibration operation matrix is

1 0 0 0
0 €% 0 0
Ue. = , 3
C-PHASE O O el‘z)B 0 ( )
0 0 0 —eil¢ateon)

in the basis of {|00),|10),|01),|11)}. This needs to be compensated by either single qubit
phase gates or redefinition of the computational basis. Both require ¢4 and ¢ to be known.
For the C-PHASE gate qubit A has to be detuned by v4',;(0cpuase) — Y4os1 (Oparking) Which

6 corresponds to an oscillation period of 1.38ns. This time-scale is of the order

in our case
of relative phase calibration routine step determined by AWG sampling rate and also small
enough to make predicting the dynamic phase inaccurate. Thus the relative phase has to
be calibrated before dynamic phase measurement such that the used flux pulse length or
amplitude would not change any more. Note also that not knowing ¢4 and ¢p is the very

reason why the relative phase measurement has to be done by varying the phase of the second

5In experiments we stay in this rotating reference frame frequency, as this is the one where we do single

qubit pulses. It corresponds to sum of the local oscillator frequency vpo and intermediate frequency vyp.
6 According to first principle simulation based on the same parameters as discussion before.
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pulse and fitting the sine on to the data. Otherwise one could minimize the relative phase
offset from 180° by doing the measurements with a single phase of the second 7/2-pulse.

Dynamic phase measurement itself is just another Ramsey-type of measurement. The qubit
is 7/2-pulsed into a superpostion state and after a given time 7/2-pulsed again. When the
pulse measurement is done with several phases of the second 7/2-pulse phase offset of the
qubit can be determined like in relative phase measurement. This is still a multiple qubit
operation, as we are interested in the phase offset of the qubit in presence of local fluxpulse
on a particular qubit. Dynamic phase for each fluxpulse has to be measured for for all qubits

used in the experiment algorithm unless corresponding crosstalks could be neglected.

3.3 Bloch sphere interpretation of c-phase gate

There are the states {]|00),[10),]01),|11),|02)} involved in relative phase measurements
when unwanted coupling can be neglected. Thus there are still too many two-qubit state
combinations needed to describe all features of the state evolution on Bloch spheres. On the
other hand, if we project two qubit states into the basis {|04),]14)} and {|15),[25)} we
can describe all important features on just two Bloch spheres although a lot of state space
dimensions have been traced out.

On all off the Bloch spheres shown in Figures 8 and 9 there are two timelines with length
2 X tepuase = 27/ Jo1 both corresponding to a part of the relative phase measurement. The
time is represented by change of colors. Note also, that as here all transition frequencies
correspond to flux pulse amplitude 6. pyage We are in a rotating reference frame where we do
not see a dynamic phase.

On Figures 8a and 8b a well tuned C-PHASE gate action is shown. We can only see the time
line of the state starting from \/1/72(|01> +111)) as the state \/%(|00) +110)) does not evolve.
It stays in an eigenstate of o, on Figure 8a and in the center of the sphere on the Figure
8b corresponding to a lack of population in the basis states which is a special case of a fully
mixed state. On the other hand the population from state \/Tz(]()l) + |11)) is moving into
the space spanned by {|15),|25)}. Note how the timeline in the basis formed by {|04),|14)}
passes through the |04) state at the same moment as in {|15),|25)} the state makes it to
equator. In the middle of the 2 x C-PHASE evolution the population has left the {|15),|25)}
bases and has exactly the opposite phase to the initial state in {|04) , |14)}. Asin {|04),[14)}
the timeline passes the |04) state. On the way back the state arrives in {|15),|25)} to a
superposition once more but with opposite phase. In the end it arrives almost exactly back
to the initial state.

For comparison on Figures 8c and 8d there is the same time evolution shown as in the figure
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above, but now the coupling frequency is added to the rotating reference frame frequency. The
choice of the timelines length results the timeline of the /1/2(|00) +]10)) state making exactly
one revolution on equator of Bloch sphere 8c. At the same time timeline of |/1/2(]01) + |11))
makes two circles through [04). Again in the middle of the evolution the two timelines have
a relative phase of 180°. Note also, that the relative phase of XY plane projections of two
timelines flips from to opposite phase each time |0,4) is passed. This explains the singularity-
like jump on 7b and 7d on t pyase slice and also the weak sensitivity to flux pulse length near
Oc_puase and te_ppage Crossing.

The small gap between initial and final state on Figure 8a represents the same effect as the
tilt of the valley on Figure 7d. It disappears when the coupling of states |01) and |10) is
removed the from interaction Hamiltonian. If the coupling is there, the state |[04) is not an
exact eigenstate anymore, the frequency vyq is slightly shifted and a small rotation of the
Bloch sphere prevents the state from evolving exactly through [04). It can be seen from
the Bloch spheres on Figure 9 that the same thing happens for detuned gates and results in
having an imperfect 2 X C-PHASE operation.

One thing which happens, if the flux amplitude is wrong, is that the evolution does not
go through pure |02) state. It is seen from both Figures 9b and 9d that the first time the
timeline arrives to the equator it is not with a 180° relative phase to initial state and the
second time it does not get back to the initial state. The sign of the fluxpulse amplitdue
offset from the optimal value determines in which direction the timeline misses the |04) state
and the amplitude of the amplitude offset obviously determines the amount. As |0) is missed
the timeline does not reach the equator on Figures 9b and 9d.

The o, component on Figures 9a and 9c corresponds to the amplitude of the relative phase
measurement. It is easy to see that the amplitude depends on the length and amplitude of
the flux pulse in the same way as on Figure 7a.

When the XY plane projection (the phase of the state) is now compared to one of the non
evolving state |00) + |10) it is clear that relative phase now depends on time. This relation

can also be seen from Figures 7b and 7d.
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|1g)

(a) VRRF = V10/2 (b) VRRF = Vo2 — V01/2

(¢) vrrr = 102 + Jo1/2r (d) vrrE = o2 —vo1/2 4 Joi/ar

Figure 8: Nearly perfect 2 x C-PHASE gate evolution visualised on pairs of
Bloch spheres in two different rotating reference frames. Left ones are in bases
{104),|14)} and the right ones in {|1p),|25)}. The evolution starts with the
green line and goes over to red in the case [1/(0)) = 1/1/2(]00) + |10)) and to blue
in the case [¢(0)) = /1/2(|01) + |11)). Two consequent perfect C-PHASE gates
would give back exactly the same state. As can be seen from all of the Figures the
beginnings and ends of time-lines almost completely overlap. Notice also, that on
Subfigures 8c and 8d blue time-lines do two overlapping loops and are thus hard

to distinguish.
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(a) VRRF = V10/2 (b) VRRF = Y02 — I/01/2

(C) VRRF = V10/2 (d) VRRF = Y02 — Vo1/2

Figure 9: Off-tuned 2 x C-PHASE gate evolution on pairsddof Bloch spheres. On
Subfigures 9a and 9b flux pulse amplitude is just slightly to big and on 9c¢ and 9d
it is too small and detuning is 3x bigger.
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Summary

For automated calibration the software QubitCalib had been developed in the Quantum
Devices group. Having part of the software realised in National Instruments LabView and
part in Wolfram Mathematica scripts, best use of both programming environments was made
having simultaneously a powerful mathematics engine and a framework which is easy to
control and develop. As part of the semester thesis project the data flow between the parts
was greatly improved and hereby described in detail. This enabled several new features and
the description saves time for future development and debugging. One of the new features
enabled are more complex calibration routines.

To achieve C-PHASE gate operation with flux pulses one first has to calibrate the amplitude
and length of the pulse. Approximate parameters are known from spectroscopic measure-
ments and can be better estimated with Chevron type measurement. For daily fine-tuning
one wants to do a relative phase measurement, which takes into account in addition to the
output state amplitudes also the phases and thus is more sensitive. After the relative phase
calibration also the dynamic phase has to be measured in order to be compensated or taken
into account. The relative and dynamic phase measurements are analysed in the thesis and

realised as QubitCalib operations.
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