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Abstract

In this thesis we investigate the scattering matrix elements of systems
of coupled lumped element resonators with periodic boundary condi-
tions. Following previous work on linear arrays of such resonators [1],
we aim to extract how the relevant parameters depend on the fabrica-
tion of the circuits by studying how they vary in different samples. As
the previously researched systems did not have periodicity, both the
theory and analysis methods have to be adapted. Through the input
output formalism and analysis of the system’s Hamiltonian we study
types of symmetries exhibited by the circuit, and their effect on its scat-
tering matrix elements. We then perform dipstick measurements of a
wide variety of circular circuits with different fabrication parameters
and geometries to obtain these matrix elements, which we fit to the the-
oretical model, allowing us to extract dependencies. All together the
research aims to fully understand the system and the fabricational de-
pendence of its parameters in order to eventually explore more exotic
physics, for example through the introduction of non linear elements.
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Chapter 1

Introduction

In the past century scientists have uncovered the exotic features of quantum
mechanics; laws of physics describing the world at the small scale. A rich
theory with counter-intuitive aspects such as quantum measurements and
entanglement, it has changed our most fundamental understanding of na-
ture and led to numerous new areas of research. A well known example
of this is the field of quantum information science, which investigates how
such quantum mechanical phenomena can be used to gain an advantage
over technology relying solely on classical principles. [2]

One of such areas that has seen a lot of interest in recent years is quantum
simulation, which aims to understand quantum systems that prove to be
complicated to study on their own and are intractable for even the most
powerful supercomputers built to date. Typically one of two approaches is
taken; digital or analog simulation. A digital quantum simulator would act
akin to a modern classical computer, executing a series of universal gates in
order to fully reproduce the (Hamiltonian driven) unitary evolution of the
quantum system to be studied. [3] An analog quantum simulator shows
more similarity to how one would use a wind tunnel to investigate the drag
and lift of an air plane wing. Rather than using gates to artificially produce
the unitary evolution from the bottom up, one uses a different quantum sys-
tem that mimics the system of interest through emulation. [3] For this to be
possible the Hamiltonian of the system to be simulated is mapped directly
onto the Hamiltonian of the simulator, which ideally can be controlled to
some extent. As the mimicking might not be exact, the simulator may only
partly reproduce the dynamics of the system. This however does not have to
be problematic. Even without being able to reproduce the full quantitative
details, analogue simulators can still provide valuable qualitative answers,
for example about whether a set of physical conditions leads to a phase
transition in a certain system. [3]

One such phenomena for which analog simulation could provide qualita-
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tive answers is photosynthesis. Whereas biology is typically considered to
operate in the classical physics regime, it is observed that the photosynthetic
light-harvesting apparatus exhibits an unusually high efficiency in moving
energy from absorbed photons to the reaction center that could potentially
be explained by long-lived quantum coherences. [4, 5] This is peculiar as
in typical biological systems, coherences between states decay much faster
than the states themselves can relax. This implies that the coherences cannot
influence the relaxation process itself, which does not appear to be the case
for photosynthesis. [4] Studying how these apparent long lived coherences
come about in the organic systems themselves has proven difficult as the
contributing organic compounds complex. By constructing a quantum sys-
tem analogous to the light-harvesting apparatus one can hope to gain more
insight into these phenomena in a more tractable system.

Systems that would lend themselves well to the specific physical and geo-
metric requirements [6] of the problem are coupled non-linear cavities. A
well studied way of constructing such a system is through lumped element
resonators, electronic circuits containing elements such as capacitances and
Josephson junctions. [1] However, before one can hope to use such a system
to study these intricate and exotic physical phenomena, precise understand-
ing and control of the various parameters is required. To do so this thesis
studies a simplified version of such a system, being a circuit of coupled lin-
ear resonators with periodic boundary conditions. These systems can be
readily described by simple electronic circuit theory, the physics of which is
accurately governed by circuit quantum electrodynamics. The predictions
from theory can then be matched to actual measurements, and in turn the
various parameters controlled by fabrication can be quantified, providing
the researchers with great control over the Hamiltonian of the system.

A similar study of such parameter dependencies was previously performed
for a linear array of coupled lumped element resonators [1], in which accu-
rate relationships were found between fabrication and measurement. In this
thesis we follow a similar approach: by analyzing the circuit through the sec-
ond quantization and input-output theory frameworks, we attempt to find
a model for the physics of the system. We then employ dipstick measure-
ments performed at liquid helium temperatures to extract scattering matrix
elements, which are subsequently fit to the derived model. From this we
aim to subtract the Hamiltonian’s parameter dependencies on fabrication
parameters, giving insight and control of the system and paving the way to
controlling more complicated systems.



Chapter 2

Theory

In this chapter we discuss a theoretical framework that encompasses the
physics probed in the performed experiments. We first establish a basic de-
scription of the system being studied. We then use the Lagrange, Hamilton
and second quantization formalisms to quantify the physical properties of
the system. This in turn allows us to apply input output theory in order to
consider how to characterize the system through measurement. Finally, we
discuss some of the physical intricacies arising from the chosen geometry
from the perspective of eigenvalues, eigenvectors and dispersion relations.

2.1 Lumped-element Resonators

In this thesis we study various instances of coupled lumped-element res-
onators with periodic boundary conditions. Chapter 3 covers some of the
physical considerations of realising and describing these systems, but here
we simply reduce them to their circuit representation. Doing so allows one
to model the system as a series of RLC parallel circuits, an often encountered
and well studied structure [7]. Each circuit consist of three components: the
resistor R, the inductor L and the capacitor C. The capacitor and inductor
periodically release and absorb energy, while the resistor dissipates energy;
an RLC circuit is thus a (damped) harmonic oscillator, which has a charac-
teristic frequency of oscillation wy.

In general our system consists of N such RLC circuits, labelled i, which in-
dividually consist of the aforementioned three components: a capacitor C;,
an inductor L;, a resistor R;, and thus their individual resonance frequency
w;. These circuits are then coupled through N capacitors connecting them,
much like N mass-spring systems connected to each other via more springs.
Labelled Cj;, each of the capacitors connects circuits i and i + 1. The final
coupling capacitor Cjy connects circuit N and 1; this establishes the peri-
odic boundary condition of our system. In order to probe the system, we
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2.1. Lumped-element Resonators
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Figure 2.1: The circuit representation of the circular quatromer (CQ). It consists of a
series of 4 parallel RLC circuits with capacitance C;, inductance L; and resistance R;.
They are coupled to each other via coupling capacitances Cy;, and in this illustration
RLC circuit 1 is coupled to an external transmission line P (with characteristic
impedance Z¢) via coupling capacitance Cy. The arrows schematically indicate the
direction of current flowing into and out of the system. The flux nodes are denoted

by 471‘.

connect it to an external entity. To do so, one or more of the RLC circuits
is coupled to the environment via an extra coupling capacitor C;, which
connects the system to a transmission line P; (with characteristic impedance
Zci). In the case of a single instance of external coupling the subscript i is
dropped for these three parameters. Electric signals can enter and leave the
circuit through this coupling, and the harmonic oscillators are therefore not
only damped but also driven. Figure 2.1 illustrates this system for N = 4
resonators; a system we call the circular quatromer (CQ).



2.2. Hamiltonian in Second Quantization

2.2 Hamiltonian in Second Quantization

The physics of a single RLC circuit is readily described using the Lagrange,
Hamilton and second quantization formalisms [1], which together provide
insight into the system’s properties in the quantum regime. Here we will
employ these same techniques and derive the Hamiltonian of our system
in the second quantization framework. However, we will begin doing so
ignoring any coupling to the environment, as well as the internal losses.
These factors are instead taken into account in section 2.3 using input output
theory. A pictorial way of doing so would be removing the resistances R;,
the coupling capacitance C, and transmission line P in Figure 2.1.

We begin by defining the Lagrangian of our system of N coupled parallel
LC circuits, using the flux nodes ¢; (defined through V; = ¢) as coordinates

[1]

1Y, 11X 1Y , 2
L=3Y.Cf -5 +5LCi(din—¢) (2.1)
25 25k 23
where one has to apply the periodic boundary condition
PN+1 = (2.2)
The above can be written in matrix form as
L= %chgcb — %@Tg—lcp (2.3)

with @ = (¢1, ¢, ..., pn) a vector of flux nodes, L a diagonal matrix of induc-
tances, and C the sum of a tridiagonal matrix and a matrix of two extremal
off diagonal values, both consisting of capacitances. Here the tridiagonal ma-
trix comes from the coupling between adjacent resonators in the absence of
periodic boundary conditions, while the extremal off diagonal add exactly
these boundary terms. We can now employ the definition of the canonical
conjugate momentum ¢; = 372 = Cjj¢; to obtain the Hamiltonian in matrix
form

H= %QTQ‘lQ + %CI)TL’1CI> (2.4)

where we define Q in similar fashion to ®; as the vector Q = (41,42, .-, qn),
which is a vector of charges. We then elevate our coordinates to operators
through the enforcement of the canonical commutation relation [§;, ¢;] =
—ihd;j. This allows us to define creation and annihilation operators ﬁ;r,ﬁi,
which when combined with the rotating wave approximation leave the Hamil-
tonian in our desired form

N
H= Zhwiﬁjfli + Z h]ij <5l:rﬁj + Aifl}-) (2.5)
i=1 (i)



2.3. Input-output Theory

where w; = /(C~1);(L71);, Jij = \/)71 /w;w; and where we have

neglected the zero field energy for convenience. Moreover, the sum }_/; y im-
plies that we count each coupling only once as J;; = J;;. While this equation
seems identical to a linear chain of coupled LC resonators [8], there is one
crucial difference: Jiy is on the order of nearest neighbour coupling terms
such as J»3 and J56 instead of diminishing with increasing N.

To illustrate the above expression, we can write the Hamiltonian for our
CQ system as as H = hATHA with A = (41,42,43,44) a column vector,
A" = (a},48,43,4}) a row vector and

w1 iz i3 Jua
|2 w2 3 Joa

H= Jiz J»n w3 Jau (2.6)
Jia Joa Jaa ws

One can observe that even though in our circuit model there is only direct
coupling between nearest neighbours, our effective Hamiltonian also con-
tains coupling terms of higher order.

2.3 Input-output Theory

Equipped with the Hamiltonian expressed in the language of second quan-
tization, we can now move on to include coupling to the environment and
internal losses. We thus again consider our system being coupled to a trans-
mission line P (with characteristic impedance Z¢) through a capacitance Cy,
as well as having internal losses through resistances R;. To characterize the
coupling we will use input-output theory, which relates the field put into
the system and the field coming out of the system. The first difference from
the previous section is that we make the substitution C; — C; + Cy; for every
site i coupled to a transmission line P; via a capacitance Cy;. By doing so we
effectively absorb the additional capacitance due to external coupling into
the shunt capacitance itself.

We then look at our system in the Heisenberg representation and introduce
the Langevin equations for non-unitary evolution [9]
i K,

b=~ [, H] — S

- — L+ v/Riin, 27)

where the first term describes the unitary evolution of the system, the sec-
ond term describes the decay of the field at site i due to coupling to the
transmission line, the third term describes the decay of the field at site i
due to dissipation and the final term represents the external driving force
coming in from the transmission line at site i. Through consideration of the



2.4. Degeneracies and Dark Modes

equations of motion of the system [8] one can find these terms to be given

by k; = (C7 )” and v; = Q Here, K;(w) = 1+ (Z.Cyiw) 2, where w is
the angular frequency of the field input into the system.

In addition to the above equations, the system also has to obey the input-
output boundary condition djn; + douti = +/%;4;. Combining this with the
Langevin equations allows one to solve for the various 4; and in turn calcu-
late the scattering matrix elements S;; using the relation

Sij _ aoutz \/>ﬂ1 ﬁin,i (28)

am,] aln,] Ain,j

These complex valued, frequency dependent matrix elements S;;(()) are the
actual values obtained during our measurements. What they describe is the
ratio of a signal being sent in at port j to the signal put out at circuit i, from
the perspective of an external observer. In most of our systems we couple to
a transmission line at a single site only, in which case we are dealing with
S11(Q)), better known as the complex valued reflection coefficient I'(Q)).

If we now assume that we are dealing with classical signals we can assume
(3i(w) = ae” ™, fin(w) = apme ') and we can solve the Langevin equa-
tions to find an expression for I'(w). To illustrate this, we look again at the
CQ system of Figure 2.1: 4 coupled RLC resonators with periodic boundary
conditions, coupled to a single transmission line. While the closed form ex-
pression of T'(w) in terms of the C; and other parameters should exist, it is
neither elegant nor insightful, consisting of many terms of various orders.
Instead we gain insight into the physics by looking at a plot of the abso-
lute part of the reflection coefficient |I'(w)| as a function of frequency, as
shown in Figure 2.2. We see that even though four resonators are present in
the system, only three distinct resonances are observed; this phenomena is
investigated in the next section.

2.4 Degeneracies and Dark Modes

As seen in Figure 2.2, the absolute part of the reflection coefficient shows
three resonances, while having four resonators in the system. A first inves-
tigation into why this occurs can be performed by looking into the eigen-
values of the Hamiltonian of the system, which we defined as H = hATHA
with H given by the matrix of Equation 2.6. Finding the eigenvalues of
the Hamiltonian comes down to diagonalising this matrix. Like the closed
form solution of the reflection coefficient, a closed form solution of the di-
agonalisation of this matrix does exist, but it is unnecessarily complicated.
Instead we choose to look into the eigenvalues by evaluating them numer-
ically, using the parameter values described in the figure caption of Figure
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Absolute Reflection Coefficient of CQ, Fully Symmetric
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Figure 2.2: The absolute part of the reflection coefficient of the circular quatromer
(CQ) system. Here we have taken C; = 300fF Vi, Cj; = 30fF Vi, L; = 1.74nH Vi,
R; = 20kQ) Vi, Cc = 2fF and Z. = 50Q). While there are four LC resonators
present in the system, we see only three resonances.

2.2. We find our matrix to have four eigenvalues, two of which are degen-
erate: A; = 591 GHz, A, = 6.36 GHz, A; = 6.36 GHz, and Ay, = 6.99
GHz. Two factors should be noted here. By defining H the way we did
the eigenvalues have units of frequency and not energy, which would have
been customary for a Hamiltonian. Moreover, we choose not to use units
of angular frequency (in which way the second quantization Hamiltonian is
defined), but instead divide by 27t to obtain regular frequency. These two
changes allow one to verify that the eigenvalues are indeed the resonances
observed in Figure 2.2 and are in line with the data obtained from measure-
ments.

In order to think about where this degeneracy comes from we note that
for this figure we have taken the parameter values to be equal between all
four circuits, creating a high degree of symmetry that is broken only by
the fact that one resonator is coupled to a transmission line. In the weak
coupling regime, we can neglect this asymmetry and assume our system
to be fully symmetric. Our system is then governed by the dihedral group
D,: the group of symmetries of a regular polygon. This group of order 2n
consists of the n reflections of the axes that pass through the fixed point of
the system, as well as the n rotations C,. C,, also a group, then consists of

360ndeg, for a total

all rotations about the fixed point by multiples of the angle
of 2n symmetries. [10]
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2.4.1 Eigenvector Analysis

For a system with such a high amount of symmetry it is not surprising to
observe degeneracies. However, while the aforementioned degeneracy is
indeed valid, further investigation shows that it is not crucial here for the
disappearance of the fourth resonance. One can investigate this by breaking
some of the symmetries. We can for example take C;3 = 0.9C4 while
keeping all other values the same, creating a type of structure that has only
n symmetries; 5 reflection, and rotation symmetries. The eigenvalues are
now no longer degenerate: A; = 6.00GHz, A, = 6.35GHz, A3 = 6.64GHz,
and Ay = 7.19GHz. However, we observe that |I'(w)| remains the same on
a qualitative level; there are still only three resonances as shown in Figure
2.3a. It appears that the resonance associated with A, is not observed. We
call this a dark mode of our system; a mode that cannot be excited. In
order to investigate this further we look at the eigenvectors of the matrix
H in the case of this diagonal pairwise symmetry. As eigenvectors of the
Hamiltonian, they provide insight into the stationary states of the system
and thus the time independent probability density of the wave function of
the system. [11]

As shown in Figure 2.3b, we recognise four distinct eigenvectors: one for
each eigenvalue as labelled by Roman numerals. While the first and last
eigenvector are non-zero in all four components (each belonging to a res-
onator in the system), the two middle eigenvectors both have only two non-
zero components. In the case of A, the non-zero components correspond
to resonators 2 and 4, while for A3 this holds for resonators 1 and 3. This
means that these two eigenvectors belong to two different modes: for A, the
tield will only populate resonators 2 and 4, while for A3 it will only popu-
late resonators 1 and 3. Since we are driving the system at resonator 1, the
mode corresponding to A, is not excited, as this mode has no population
at resonator 1. The mode is thus dark, giving us a spectrum with three
resonances instead of four.

We now look at the above in more detail. Here we have a two fold symmetry
of the system, between C;3 and C,4. This reduced the number of rotation
and reflection symmetries by half, taking away the 90 and 270 degree rota-
tion symmetries as well as the diagonal reflection symmetries. It appears
that these symmetries are not essential for the system to have a dark mode.
One can then investigate what happens when we take away even more sym-
metries. We do so by choosing a system for which C; = 0.9C,34 while
keeping all other parameters the same. This leaves us with only two re-
maining symmetries: the trivial rotation symmetry of 360 degrees (which
is always present) and the reflection in the axis through resonators one and
three. Not shown in a figure, the system still retains the same spectrum of
three resonances at similar eigenvalues as before, and again a dark mode.
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If we are to explain the presence of a dark mode in the system through
symmetries, it appears that the reflection symmetry in the axis through the
coupled resonator is essential. In other words, from the perspective of a
signal coming into the system at a specific resonator, there can be no dif-
ference traversing the system clockwise or anticlockwise. Combining this
with the zero components of the eigenvectors gives the dark mode narrative
the flavour of interference, where clockwise travelling and anti clockwise
travelling waves destructively interfere at certain resonator sites. This could
indeed cause the probability density of the field to be zero at the resonator
sites, as found from the eigenvectors. While this seems like a possibility on
an intuitive level, a more rigorous study of the physics of the system would
be required to confirm this.

We can however check if the above symmetry is indeed mandatory by taking
it away. To do so, we introduce a neighbouring pairwise symmetric system
for which C;, = 0.9C34 while keeping all other parameters the same. The
system now again has one non trivial reflection symmetry, but in the diago-
nal, and again only the trivial 360 degrees rotation symmetry. The resulting
spectrum is shown in Figure 2.3c, which now shows all four resonances.
The eigenvalues are now Ay = 5.99GHz, A, = 6.46GHz, A3 = 6.53GHz, and
Ay = 7.21GHz. Moreover, all four eigenvectors now have four non-zero com-
ponents as shown in Figure 2.3d. Indeed, removing the 1-3-axis reflection
symmetry causes our system to no longer exhibit a dark mode. This fits our
tentative picture of interference, as the clockwise path is different from the
anticlockwise path.

It should be noted that during this thesis considerable time was also spent
on experimenting with various ways of visualising the eigenvectors of a
system with periodic boundary conditions. While not essential to the main
thesis, various different forms are shown and discussed in appendix A.

We can also use a different tool than |I'(w)| to investigate the appearance and
disappearance of the resonances. Instead of using a system that is coupled at
only one resonator, we can instead couple it at different sites and look at the
transmission scattering matrix elements. To illustrate this we will again use
a circular quatromer like depicted in Figure 2.1, but now it will be coupled
to four transmission lines: one at each resonator. Returning again to the case
of C13 = 0.9C,4 while keeping all other parameters fixed, we can see what
the various scattering matrix elements look like. Note that we choose the
diagonal two-fold symmetry instead of the completely symmetric system
to rule out any dependence on degeneracy of the eigenvalues. Depicted in
Figure 2.4 are |Sy1| and S|y1|. While apparent from the definition of S;;, it
should again be noted that j is the input site and i is the output site.

In panel (a) we see the reflection coefficient as we saw it before: with three
resonances. Comparing |S11| to |Sz1] in panel (b) we see that the same two

10



2.4. Degeneracies and Dark Modes

|| Coefficient of CQ, Diagonally Pairwise Symmetric Eigenvectors of CQ, DPS

1.000
0.999
0.998 (i) (iii) (iv)

0.997

Abs T

0.996
0.995

0994 Ci=CG#
0993 C=C

5.0 5.5 6.0 6.5 7.0 75 8.0
v (GHz)
(a) (b)
|T| Coefficient of CQ, Neighbouring Pairwise Symmetric Eigenvectors of CQ, NPS

1.000
0.999
0.998

=

2 0.997

<

0.996

095 Ci=C#
G=0CG

5.0 5.5 6.0 6.5 7.0
v (GHz)

(c) (d)

0.994

Figure 2.3: Absolute reflection coefficients and eigenvectors for different CQ systems.
In the eigenvector plots each segment of the circle corresponds to the eigenvector
component of a specific resonator. The color blue indicates a negative sign of the
component while red indicates positive, and the area of the segment corresponds to
the magnitude of the component. Moreover, the eigenvectors are ordered according
to their eigenvalues, increasing from left to right as labelled by Roman numerals.
This labelling is also present in the reflection coefficient plots, indicating which
eigenvector corresponds to what resonance. Panel (a) shows |I'(w)| for a CQ system
with a diagonally pairwise symmetry, while panel (b) shows the eigenvectors of
the Hamiltonian of this system. Panel (c) shows |I'(w)| for a CQ system with
a neighbouring pairwise symmetry, while panel (d) shows the eigenvectors of the
Hamiltonian of this system.
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Figure 2.4: Different elements of the absolute value of scattering matrix S;j. Panel
(a) shows the previously depicted CQ system with diagonally pairwise symmetry
in the reflection geometry, while panel (b) shows transmission from site 1 to 2 in
the same system, showing two resonances. Panel (c) shows the previously depicted
CQ system with neighbouring pairwise symmetry in the reflection geometry, while
panel (b) shows transmission from site 1 to 2 in the same system, showing all four
resonances.

outer resonances are present in both, at the same frequency. However, none
of the two possible middle resonances are visible. This is as expected from
our theory: driving the system at resonator 1 implies that the mode which
only has a presence at resonators 2 and 4 cannot be excited, while the mode
that only has a presence at resonators 1 and 3 has no output at resonator 2. If
we instead look at the system with neighbouring pairwise symmetry (Cy =
0.9C34) we again see a reflection spectrum with four resonances in panel (c),
while (d) shows the transmission spectrum |S1,|. Here all four resonances
are visible, as none of the eigenvectors have any zero components.

The previous findings pose somewhat of an issue for our measurements,
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2.4. Degeneracies and Dark Modes

as we intend to fit parameter values to measurements of the reflection and
transmission spectra. This is more difficult when one has less non-trivial
data (in this case distinct resonances) to fit to. It does however mean that
the number of resonances observed during the measurement gives us some
initial information about the types of symmetries that are present in the
system.

2.4.2 Dispersion Relation

In the previous section most of the discussion was about the CQ system,
with four resonators. However, one can wonder if and how these effects gen-
eralize to systems of different numbers of resonators N, which is what we
investigate here. We do so by diagonalising the previously derived Hamilto-
nian for N resonators in the second quantization framework

N
H =Y hewidld; + Y 1 (aja]» + aia}) (2.9)

which was valid for N coupled LC resonators, in the absence of external cou-
pling or internal losses. In this process we aim to elucidate the occurrence of
the degeneracies and their relationship to the number of resonators present
in the system.

The above Hamiltonian is not trivial to diagonalise; to do so we first look at
a simplified version

N N
H = hawo Y ata;+ 1]y (ajaiH + aiajﬂ) (2.10)
i=1 i=1
This corresponds to a case where every LC circuit is identical and thus has
the same resonance frequency wy, while every coupling capacitance is also
equal, leading to a single nearest neighbour coupling parameter J. Higher
order neighbours are neglected in this approach. As the form of second and
third term might suggest, it is useful to introduce the Fourier transformation
of the creation and annihilation operators similar to how one derives band
structures in introductory solid state lectures [12]

+ 1 N ~t —2mimk
i =—=Y bie v (2.11)
N5
1 N ~ TTim,
b = —= Y e (2.12)
N =

The reason we choose to use a non standard (but valid) definition of the
Fourier transform is because this is the variant implemented by Mathemat-
ica, which will simplify our work along the way. By substituting the trans-
formations into Equation 2.9 we find that our Hamiltonian can be reduced
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2.4. Degeneracies and Dark Modes

to
N
H =Y he(k)biby (2.13)
k=1
where the dispersion relation e(k) is defined as
(k) = woy + 2] cos <2Z7\t]k> (2.14)

Similar to how the Hamiltonian defined in Equation 2.9 could also be writ-
ten as H = hATHA with A = (41,...,4x) a column vector, AT = (ﬁ{,...,ﬁ}i])
a row vector and H a non-diagonal matrix we can write Equation 2.13 as
H = hB*HB with B = (191,..., @N> a column vector, Bt = (l?{,...,l;;r\]) a row

vector and H a diagonal matrix. We have thus successfully diagonalised
our Hamiltonian, and obtained its dispersion relation. While this expres-
sion is of interest by itself, it is but an approximation of our true system of
N coupled resonators. This system includes more than just nearest neigh-
bour coupling and not every LC circuit has to be identical. While we now
turn to this first issue, it is important to note that we will not expand our
model to contain the second. If the LC circuits (as well as the capacitances
coupling them) are not identical, the translational symmetry of the system
is broken, in which case we thus do not have a translation invariant system.
This implies that the mode number k is no longer a good quantum number,
in analogy to the crystal momentum from solid state theory. Our approach
would therefore no longer be valid. However, as we will see, we can still
obtain information also of importance for systems without translational in-
variance.

In order to incorporate higher order coupling than just nearest neighbour
we return to the second term of Equation 2.9. We can see that there is
a summation over i # j which means it includes every type of coupling,
not just nearest neighbour. But now we note that our approach to solving
the nearest neighbour Hamiltonian is not unique to this type of coupling:
the same solution for the dispersion relation would hold for next nearest
neighbour coupling, except that in Equation 2.10 (i + 1) would become (i +

2), which means that the dispersion relation would contain cos (#££) instead

of cos (%) The same holds for third nearest neighbours, and so on. The
dispersion relation of our actual Hamiltonian of Equation 2.9 contains a

summation of all of these terms.

However, one has to take care when it comes to the pre factor of the afore-
mentioned cosine terms, 2] in our simplified relation. For this we use that
we again assume complete symmetry, meaning that we can take i1 = J»3
and so on. We denote this type of nearest neighbour coupling as first order
coupling J;, which generalises as expected: next nearest neighbour coupling
is [, and Nth order coupling is [n.

14



2.4. Degeneracies and Dark Modes

We then have to consider the case of even and odd N separately. For even
N, given one resonator, there are N — 1 other resonators, which is an odd
number. There are two at each distance up to § — 1 and one at distance
. This means that if we count the number of the nearest neighbours, all N
resonators have two of them. However, by summing all of these we count
each pair twice; the total number of nearest neighbour coupling terms J;
is therefore N. The same holds for any order of coupling, except for the
highest order: %th order coupling ]%‘ Here, each point has only one %th

order neighbour, while we still count each pair twice. Therefore there are
% coupling terms | N in our summation. What this implies is that the first

% — 1 cosine terms will have the pre factor of 2 times the respective coupling

term (as the summation over N is exactly cancelled out by the normalization
of the Fourier transform), while the final term has a pre factor that is half
this and thus simply the coupling term Jy itself.

For odd N the situation is simpler. For odd N, given one point, there are
N — 1 other points, which is an even number. There are two at each distance
up to %, so each term has the same pre factor of 2 times the coupling
term. This leads to the follow two dispersion relations, for even and odd N
respectively

N1
e(k)even = wo + 2 {2]1 cos <27Tle>] + ]% cos (7tk) (2.15)
1=1
N1
e(k)oga = wo + Z 2], cos (27[le> (2.16)
I=1

which can be put into the derived Hamiltonian
N ~ ~
H =Y ne(k)bfby (2.17)
k=1

To illustrate the above, we take the example the circular hexamer (CH, N =
6) which has the dispersion relation

e(k) = wo+2J1 cos7;k +2], coszgk + J3 cos 1tk (2.18)
We have now diagonalised the Hamiltonian of our fully symmetric cou-
pled system of N LC resonators and by doing so related the eigenvalues
of the Hamiltonian to the mode number k. Next we turn to relating k to
the eigenvectors. To do this, we compare the expressions H = hATHA
and H = hB'HB. The process of diagonalising a matrix tells us that H =
XtHX, where X is a unitary matrix. Inserting this into the above gives
H = hA'HA = hA'XTHXA = hBYHB and thus that b = Xa. If we now
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2.4. Degeneracies and Dark Modes

recall equations 2.11 and 2.12 we see that X is in fact the Fourier transforma-
tion. This tells us that if we want to find how the mode number k is related
to the eigenvector of each eigenvalue, we have to compute the Fourier trans-
form of said eigenvector and find for which k the transformation is nonzero;
this is the k value belonging to that eigenvector.

We perform the above transformations for the eigenvectors of the circular
trimer (CT), circular quatromer (CQ), circular pentamer (CP) and circular
hexamer (CH) and plot the calculated k values along with the associated
eigenvalue in the same figure as the dispersion relations of equations 2.15
and 2.16 in Figure 2.5. There are three things to note here: we again choose
to divide by 27t in order to obtain regular frequencies, and we shifted the
k values back by one. This has to do with the way in which Mathematica
defines the Fourier transform [13]. Moreover, the eigenvectors belonging to
the degenerate modes take on a nonzero value at both k values; we simply
choose a unique k for each of the eigenvectors as the distinction is arbitrary.

A few phenomena can be observed in Figure 2.5. The first is the number of
degenerate eigenvalues: both CT and CQ have two degenerate eigenvalues,
corresponding to a |['(w)| spectrum of two and three resonances respec-
tively, as was observed for the fully symmetric CQ system (Figure 2.2). The
CP and CH system however have two sets of pairwise degenerate eigenval-
ues, corresponding to 3 and 4 visible resonances. In the previous section we
established it is not the degeneracy itself that causes the disappearance of
the resonances but in fact the position of non-zero elements in the eigenvec-
tors. However, we have also established that it is one of the two previously
degenerate modes that is dark. We thus hypothesize that counting the de-
generacies in the fully symmetric case can tell us how many resonances to
expect in systems that retain their clockwise and anticlockwise traversing
symmetry, even in the absence of full translational invariance.

To see how this pattern of degeneracies comes about we can take a closer
look at the figures and observe that in panel (a) we see one high frequency
mode and two degenerate middle frequency modes, while panel (b) shows
the same modes plus an additional low frequency one. In panel (c) we ob-
serve that the previously lonesome low frequency mode now also becomes
degenerate, and in panel (d) we see yet another non-degenerate lower fre-
quency mode added. One can understand this by looking at figure: in the
case of even N the lowest frequency mode belongs to an equal number of
eigenvalue elements pointing up and down, effectively cancelling each other
out energetically and giving a low frequency, such as in a spin system. In
a system with odd N such a mode does not exist, and hence neither does
the lonesome low frequency mode. However, as stated before, one can hope
to gain a more fundamental understanding of these emergences and disap-
pearances by studying the physics of the system on a more formal level.
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Figure 2.5: Four panels showing the relationship between the mode number k max-
imizing the Fourier transform of the eigenvectors and the eigenvalues (red circles),
as well as the derived dispersion relations between k and the same eigenvalues
(blue curves). For each panel we have taken C; = 300 fF Vi, Cj; = 30 fF Vi,
Li =174nH Vi, R; =20 kQ Vi, Cx =2 fF and Z, = 50 Q). Panel (a) shows
the circular trimer, panel (b) the circular quatromer (CQ), panel (c) the circular
pentamer (CP) and panel (d) shows the circular hexamer (CH).

Nevertheless, with the above information we can make a statement about
the least amount of resonances expected in |I'(w)| for the various systems
to be measured: we expect at least § -+ 1 resonances for systems with even
numbers of resonators N and & + 1 for odd N. Observing more than the
listed amount of resonances appears to indicate that the system is not sym-
metric in the axis through the coupled resonator, which can also be valuable
information with respect to fabrication quality.
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Chapter 3

Experimental Setup

In this chapter we first discuss the devices that will be used, including a brief
description of their composition as well as how each devices differs from
the others. We then move on to the actual measurement process, giving a
summary of the important steps as well as the apparatuses used. Finally
we describe how we fit the obtained data with the previously described
theoretical model in order to obtain the relevant parameters.

3.1 Devices Studied

As discussed before, this thesis studies coupled lumped-element resonators
with periodic boundary conditions. In chapter 2 we immediately made the
simplification of describing the system in the circuit framework, treating it
as an RLC circuit. In reality however these elements have to be constructed
using fabrication techniques. While the actual fabrication process and con-
siderations that come with it were not part of this thesis, we still provide a
brief description of the different tools and components used.

3.1.1 Components of the Devices

The circuits themselves are fabricated into a layer of niobium on top of a
sapphire substrate using a photolithographic process, with respective layer
thicknesses of 150 nm and 0.43 mm. [1] The choice for niobium stems from
the fact that it becomes superconducting at around 9.2 K. Since we perform
our measurements at liquid helium temperatures, the layer will be dissipa-
tionless and not contribute to resistance based losses. [1] It is in this super-
conducting layer that we then construct the different components such as C;,
L;, Cj; and Ci. A micrograph picture of a fabcricated circular quatromer is
shown in Figure 3.1 (a).
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3.1. Devices Studied

The individual components are created using two types of 2 dimensional
structures: inter-digital capacitors and meander inductors. The inter-digital
capacitors are a periodic structure of multiple fingers. Their capacitance
comes from the gap between the fingers, and thus one chooses long and
meandered gaps to maximize the area [1]. All three types of capacitances
of our circuit model are constructed in this way. C; is often referred to as
the shunt capacitor, while Cj; and Cy are coupling capacitors. They are de-
picted in Figure 3.1 (d), (c) and (b) respectively. There are various ways to
increase the capacitance of such a finger structure. The method employed
for these experiments is increasing the number of fingers and thus the num-
ber of gaps, which then results in a higher capacitance. Indeed, when we
study samples in which we for example vary C;, it is the number of fingers
fabricated that changes from device to device. Finding a recipe for how the
relevant parameters vary when changing the number of fingers for the dif-
ferent capacitors is one of the main goals of this thesis. We should note that
this is not exactly true for C,. Here one connects the transmission line to the
shunt capacitor through a single capacitance finger, and it is in fact the ratio
of this finger’s length to the shunt capacitor fingers that is the parameter
that is varied in fabrication.

The inductors L; of our devices are meander line inductors. They consist
of conductor line that is meandered back and forth over the structure to
maximize its length, and with that its inductance [1]. Throughout all of the
devices used in this thesis the inductance is kept fixed on the fabrication side,
and we thus also assume so during our analysis. Figure 3.1 (e) depicts one
of these meander line inductors. It should be noted that we do not mention
a built in resistor, as we do not put one into the system. The reason that
our description of the system includes a resistance component is because in
reality such a device always has some internal resistance, for example from
sources such as dielectric losses in the capacitor electric fields. [1]

3.1.2 Geometries and Fabrication Variations

In chapter 2 we gave various examples and figures for one particular device,
the circular quatromer (CQ) with 4 resonators. However, in our experiments
we used a variety of such devices: in addition to CQ we also studied the cir-
cular trimer (CT) with N = 3, the circular hexamer (CH) with N = 6 and the
circular octomer (CO) with N = 8. But we did not only study how changing
the number of resonators changes the system. We also looked at how chang-
ing the individual parameters C;, Cj; and Ci changed the system, in addition
to varying how many of the resonators are connected to a transmission line.
As previously stated, this is the main goal of the thesis: quantifying how
changing these parameters from a fabrication viewpoint (number of fingers
in the capacitor, number of transmission lines connected) affects the internal
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=

L |

100 pm

Figure 3.1: A micrograph image of a circular quatromer device. Panel (a) shows
the entire device with all four resonators and a single transmission line, while panel
(b) shows how the transmission line is coupled to the first resonator using coupling
capacitor Cy, which is a single finger. Panel (c) shows the coupling capacitor Cj;
that couples the different resonators through the central island, and panel (d) shows
the capacitance C;, the shunt capacitor. Finally, panel (e) shows the meander line
inductor L;. The plane around the structure is the ground.

parameters, such as the coupling J.

An example of this would be CQC, for which we have 6 different devices
with all equal parameters, except for C;. C; is varied between the devices by
changing the number of shunt capacitor fingers, and thus the resulting de-
vices should have different internal parameters. Another example is shown
in Figure 3.2, which is an illustration of a CQ circuit connected at all 4 res-
onators next to a CQ circuit connected at only one.

3.2 Dipstick Measurements

All measurements described in this thesis were performed using a dipstick
measurement, submerging the device into a liquid helium dewar to cool
them down to 4.2 K. The device itself was placed onto the dipstick, and the
other side of the dipstick was connected to a vector network analyzer (VNA)
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3.2. Dipstick Measurements

M4 O |

Figure 3.2: An illustration of the chip on which these particular CQ structures are
printed. One is connected to four transmission lines, while the other is connected to
only a single one.

using SMP connectors. The VNA then performed the actual measurement
of the reflection and transmission coefficients, which we then stored and
analyzed.

Different steps have to be taken in order to measure with the dipstick setup.
To begin with one performs a calibration of the VNA and the SMP cables
connected by connecting them only to the dipstick and no device. This is
done to calibrate out any distortions caused by the cables. The calibration is
done manually, using a specifically designed calibration kit containing four
components: a short, a load, an open and a through connector. Guided
by the VNA, one connects these components to the corresponding cable
port on the dipstick one by one, after which the VNA gathers statistics for
its calibration settings. As one of the VNA ports was not functional, we
could only use three out of four, which meant 11 measurements had to
be performed for the calibration: short load and open on each of them,
and a through connection from the first to the second and the first to the
third connected cable. As one has to constantly change the connections on
the bottom of the dipstick the calibration cannot be done at liquid helium
temperatures, which has to be taken into account during the data analysis.

Depending on the orientation of the devices on each chip (such as shown
in Figure 3.2) one might have to change the ports to which the SMP cables
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are connected on the dipstick between measurements. Every time this is
done one should re-do the calibration, in order to combat unwanted noise
as much as possible. It should be noted that this is not the only option:
one can also rotate the device on the dipstick itself, changing which parts
of the chip are connected. It is up to the user to decide which approach is
more efficient as doing the calibration takes time, but so does waiting for
the dipstick to get back to room temperature in order to rotate the device.

Once the calibration has been completed, one can mount the device and
begin the submerging procedure. The dipstick is slowly placed into the
helium dewar, keeping a constant eye on the pressure. While initially not
much happens, there comes a certain point at which the pressure rapidly
increases: here more than before it is crucial to take your time and let the
pressure drop before submerging the dipstick any further. This is mainly
for safety considerations, as when the pressure becomes too high the dip-
stick might be rapidly ejected. Once the device becomes sufficiently cooled,
resonances will appear on the VNA; a sign that temperatures have become
low enough to induce superconductivity. Once this happens one should still
lower the device several centimeters further in order for the temperature of
the device to stabilize as much as possible.

Once the resonances are visible on the VNA, the measurement process
moves over here. One might initially have to change the frequency range
to see all resonances, after which we choose to zoom in on a region of 200
MHz below and above the first and last resonance respectively. While one
can choose which scattering matrix elements to display on the VNA itself,
saving the data saves the entire matrix. This is done either saving both the
real and imaginary parts or the absolute part and the phase. Once the mea-
surement is completed, we slowly take the dipstick out of the dewar again.
However, before doing so completely we leave it inside somewhere above
the liquid helium level, indicated by the disappearance of the resonances on
the VNA. We then also save the scattering matrix elements for the device at
this position, giving us a high temperature dataset. This is done in order to
compensate for calibrating at room temperature.

3.3 Fitting the Data

In the previous section we have discussed how we perform the experiments
and gather the data. We now turn to analyzing the data and fitting it to
the model developed in chapter 2. As the majority of the devices measured
are coupled to a single transmission line, most of this section is devoted to
measurements of the reflection coefficient I'(w). We first take into account
that calibration is done at room temperature while measurements are done
at liquid helium temperatures. To do so, we divide our liquid helium data
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by the data taken at high temperature: the goal of this is to normalize the
coefficient so that the coefficient takes the value 1 in the absence of any
resonances.

Once this has been completed we attempt to isolate the resonances from
the data. This is essential for this fitting procedure, as there are many data
points away from the resonances that do not need to be fit, which otherwise
compete with the important data in the fitting algorithms. This is done
using Mathematica’s built in FindPeaks function, which allows one to find
the various local minima in the data.

Having isolated the data of the resonances, a fitting algorithm can be used
to find the set of parameters that best fits the data given a model. However,
which model to use is not entirely obvious. In chapter 2 we successfully
constructed an expression for I'(w) in terms of the parameters C;, Cj; and so
on. This was a highly complicated model involving matrix inversions and
solving systems of equations. Moreover, it was a model of many parameters:
all the capacitances, the inductances and the resistances, many of which are
not set in stone for each device. Even if one uses previous research into
the results of the fabrication to obtain initial guesses for these parameters,
fitting such a large amount of parameters using a model this complicated to
a dataset with only a few features is not feasible.

Instead we choose to fit our devices according to the resonance frequencies
w;, the coupling terms J;; and the dissipation terms «; and 7;. Doing so
eliminates part of the complexity of the model and even allows Mathemat-
ica to find closed form solutions of I'(w) to fit to. However, this is still a
large number of parameters: for the CQ system coupled at 1 resonator one
has four w; and 7; terms, one k term and 8 J;; terms. Here fabrication con-
siderations provide some relief however. For each device constructed, no
deliberate asymmetry is introduced. This means that, up to fabrication er-
rors, C;, Cjj, L;, R; and Cy are all constant for all i (but not necessarily equal
to one another) in each individual circuit. If this holds it simplifies the sit-
uation greatly, as for example i = J>3. Sadly, after the fabrication of these
particular samples it was discovered that there is an accidental asymmetry
present in the system. This is most likely because of the way horizontal
and vertical capacitances are written onto the substrate; drawing the same
capacitor at a different angle results in a different capacitance due to a so far
undetermined error. It seems likely that this is due to how we fabricate the
capacitances, but asymmetries in the substrate are also not excluded.

How problematic this is depends on the number of resonators present in
the system as well as its geometry. For example, for N = 4 this would lead
to the diagonally pairwise symmetry discussed in chapter 2, in which case
there will still be dark modes in the system. However, for N = 6 for exam-
ple, this could already break the symmetry between traveling clockwise and
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anticlockwise, depending on the magnitude of the discrepancy.

While it is certainly unfortunate, we can still simplify our model somewhat.
For the CQ system coupled to a single line, we assume it to evolve according
to the Hamiltonian

wiz v INNN NN
NN wa JNN INNN
H= 3.1
- Jnnny NN wiz NN (31)
Jnn NN NN W

As seen here, we assume that both horizontal resonators have the same res-
onance frequency wy3, and similarly for the vertical ones wy4. Furthermore
we assume that all nearest neighbour couplings Jyn are equal, and the same
for next nearest neighbour coupling /nnn, as a first order approximation.
Finally we have only one x term which we assume to be independent of fre-
quency (in reality there is a weak dependence), and finally we assume equal
7vi terms for all resonators. While this is involves quite an extensive series
of simplifications, there are not many other options; a larger collection of
parameters quickly leads to an under determined fitting routine, especially
when one has only three resonances due to the dark mode.

Now that we have decided on a model, there is another factor to consider:
what dataset we want to fit. We have access to the real, imaginary, absolute
and phase part of the data, or any combination of these. It is desirable to fit
all of these, but so far we have only adapted the fitting procedure to work
with the absolute part. This is due to limited time available in combination
with the difficulty of finding good initial parameter values for each type of
data, which we turn to next. In the future one might however try to include
these other types of data in order to obtain better estimates.

Nevertheless, even when taking the absolute spectrum finding initial param-
eters is of importance. After different types of strategies we arrived at the
conclusion that by simplifying the Hamiltonian of 3.1 even further we can
obtain initial parameter values that are good enough to have the fitting pro-
cedure converge to a satisfactory level for almost all of our CQ datasets.
What we do is we also assume w13 = wys = wp and look at the eigenvalues
of this system. One obtains four eigenvalues, corresponding to the four res-
onances, two of which are degenerate. As this system contains only three
parameters (wp, Jo and J;) and we find three distinct eigenvalues, we can
solve the system and obtain our initial guesses on the basis of the locations
of the resonances in the measured data. This is also the reason why we
cannot have w13 and wyy as distinct parameters and still solve for the initial
parameter values: with the dark mode present in the system, we would have
three equations (eigenvalues) to determine four variables (the parameters).
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For v and x we use that on the basis of their emergence in the equations they
seem to be the dominant factor in determining full-width-half-maximum of
the resonances, which we can find from the data. Moreover, they also de-
termine the coupling depths. In order to find an initial estimate for these
parameters we thus evaluate our simplified |T'(w)| at one of the resonances
and solve the resulting system in terms of the already determined parame-
ters as well as the coupling depth of the resonance and the full-width-half-
maximum. In this way we obtain our initial guess for o and «.

To give an indication of how well this entire routine works, Figure 3.3 shows
the data and corresponding fit of a measurement performed on a CQ device,
specifically from the CQJ sample (where we vary coupling capacitances). As
can be seen, the data indeed shows three resonances as expected from the
diagonally pairwise symmetric geometry, and the fit reproduces all impor-
tant qualitative features, such as number of resonances, relative peak height
and position. One downside of the approach used is that we do not have a
reliable estimate for the error in the fitted parameters. While Mathematica
does give confidence intervals, we have found these to give error estimates
on the order of less than a tenth of a percent, which is highly unlikely. This
leaves us in the awkward position of reporting values without error bars,
something we touch on during the discussion of the results in the next chap-
ter.
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Figure 3.3: A fitted dataset of a circular quatromer. All qualitative features such as
peak location and relative height are reproduced to relatively high precision. For this
fit, the parameter values found are w1z = 27 x 7.85 GHz, wy = 27 x 7.71 GHz,
JNn = 92.1 MHz, Jynyn = 35.7 MHz, v = 2.60 MHz and x = 0.490 MHz.
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Chapter 4

Results and Discussion

In this chapter we report and discuss the findings of our measurements.
While it may seem most sensible to start with the structure with either the
lowest or highest number of resonators, we instead choose to start with the
circular quatromer. This is because here we had by far the most different
samples to look at.

4.1 Circular Quatromer

All circular quatromer (CQ) samples studied are variants of a standardized
CQ circuit, the fabrication details of which are as follows: C, is made with
a capacitance finger fraction of 0.2, Cj; with 3 fingers, C; with 20 fingers
and inductor L; with 22 windings. In total we had four different types of
CQ samples: one where we vary C;, denoted CQC, one where we vary C]-i,
denoted CQJ, and one where we vary C,, CQK, all of which are connected
to a single transmission line. We also had a chip on which we looked at
CQ connected at all four resonators, denoted CQL. The standard circuit is
present on all 4 different samples for comparison. Moreover, following the
discussion of the two fold symmetry in chapter 2, we expect all CQ circuits
to exhibit three resonances, with the fourth one being dark.

41.1 CQJ

We begin with the sample on which we vary Cj;, denoted by CQJ. As de-
scribed in chapter 3 the fabrication parameter being varied in order to influ-
ence Cj; is the number of capacitor fingers, here varied between 2 and 10 in
a total of six circuits. We find that each of them exhibits three resonances.
This is as expected because our system should have the diagonally pairwise
symmetric geometry due to the discrepancy between horizontal and vertical
capacitances. Moreover, we are able to fit the spectra of each resonator to
good qualitative accuracy, and the fitted values are listed in Table 4.1. The
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parameter trends are as expected: increasing Cj; effectively increases the
capacitance of nearby resonators, thus lowering their resonance frequency,
while it increases the nearest and next nearest neighbour coupling strengths.
Similarly, both v and x should weakly decrease with increasing coupling
capacitance elsewhere in the system. Furthermore the fits indeed confirm
that for each resonator w;3 # wy4, as expected. Important is to note that
for the resonator with the lowest coupling capacitance we did not vary the
number of fingers, but instead the gap between two of them. Furthermore
there is one caveat to the parameter values of Table 4.1 and that is that we
do not have error estimates. One approach would be to simply fabricate
N identical samples to collect statistics; this is however resource and time
consuming.

Fingers \ w13 (GHz) \ wyy (GHz) \ Inn (MHz) \ Inny (MHz) \ v (MHz) \ x (MHz) ‘
10um 2 x7.85 | 2nx771 | 921 35.7 2.60 0.490
2 2 x7.70 | 2m x7.50 | 156 55.4 241 0.501
3 2t x7.61 | 2 x731 | 213 90.6 2.62 0.464
4 2t x 746 | 2mx719 | 273 94.8 2.44 0.438
6 2t x 726 | 2t x 6.80 | 354 167 2.08 0.367
10 21 X 694 | 2Tt X 6.59 | 494 195 2.07 0.351

Table 4.1: Fitted parameters for the CQJ samples.

We then look at what we want to extract from the fitted parameters. In
these samples we vary Cj; by changing the number of coupling capacitor
fingers, and we aim to find a direct relationship between these two quan-
tities. In order to do so we note that the dominant influence of Cj; is on
Jnn, and the relationship should thus be contained in this parameter. The
exact form of the ] coupling dependence on Cj; is not trivial however; [y is

defined through J;; = z(écl)l”)(”cl)]j\/m which also depends on the shunt
capacitance C;. The value of the shunt capacitance should be static for this
sample as we do not vary its number of fingers, but the value is not accu-
rately known beforehand. In order to circumvent this problem we fit not
only the values of Cj; but also the two values of C;: Ci3 and Cp4. We do
this by performing a joint fit on the data. We fit the measured w; 3 and w4

defined as 4/ (C%)” together with the measured Jyn and obtain the three sets

of parameters Cj;, Ci3 and Cy4. As w; also depends on the inductance L; we
use that based on previous experiments [1] we expect it to have a value of
approximately 1.84 nH. Moreover, we do not only use the fitted values from
table 4.1 but also those of table 4.2. Described in the next section, these are
the fitted values of w; 3, wy4 and [yn obtained from varying the number of
shunt capacitance fingers on the CQC sample, giving us extra data points to
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4.1. Circular Quatromer
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Figure 4.1: The fitted linear relationship between the number of coupling capacitance

fingers and the coupling capacitance Cj; obtained from the combined datasets of the
CQJ and CQC samples.

use.

Figure 4.1 shows the obtained relationship between Cj; and the number of
coupling capacitor fingers. As expected from previous research [1] the data
indicates that there is a linear relationship between the number of fingers
and the resulting capacitance. The dependence found is Cj; = 1.05 + 4.35 x
#fingers in units of fF. It should be noted that the large number of overlap-
ping points at n = 3 coupling capacitor fingers are the data points from
the CQC sample; the fact that they overlap shows of that the fit successfully
reproduces approximately the same value of Cj; for all of the circuits.

41.2 CQC

In analogy to the previous CQJ samples, the samples in which we vary the
shunt capacitance C; are denoted by CQC. Again the parameter variation
on the fabrication side is due to changing the number of fingers in the ca-
pacitor. The expected and observed dependencies are now the same for all
parameters: higher C; leads to lower w;, v and «, [y and Jynn. The fitted
parameters are listed in Table 4.2.

While 6 sample with different C; were available, only four could be fitted.
This is because the two samples with the lowest shunt capacitance values
displayed anomalous behavior, as shown in Figure 4.2 for the second lowest
shunt capacitance (9 fingers). Their spectra showed anywhere from 3 to 6
resonances and in a circuit with 4 resonances we cannot find an obvious

29



4.1. Circular Quatromer

Fingers ‘ w13 (GHZ) ‘ W4 (GHZ) ‘ ]NN (MHZ) ‘ ]NNN (MHZ) ‘ Y (MHZ) ‘ K (MHZ) ‘

5 - - - - - -
9 - - - - - -

13 2t x 875 | 2t x 837 | 220 127 3.40 1.10
16 2 x 823 | 2mx 779 | 252 132 2.73 0.591
20 2m x 758 | 2mx736 | 212 61.9 2.73 0.472
24 2 x7.09 | 2mx6.89 | 177 56.2 2.05 0.321

Table 4.2: Fitted parameters for the CQC samples. The measurements of the samples
with 5 and 9 fingers could not be fit.

Absolute Reflection Coefficient CQC 9 Fingers

0.7¢

0.6¢ '

85 9.0 95 10.0
Frequency (GHz)

Figure 4.2: A figure showing the absolute reflection coefficient of the CQC circuit
with the second lowest shunt capacitance C;, consisting of 9 fingers. The circuit
exhibits a spectrum which we cannot reproduce, with anywhere up to 6 resonances
and a final resonance with by far the largest amplitude.

explanation for this phenomenon. One might be able to find a physical
reason to exclude the very small resonances, but even then our model never
produces a spectrum where the third resonance is by far the dominant one.
Further investigation would be required to solve these issue. The other four
circuits all exhibited three resonances, much like the circuits on the CQJ
sample.

In the CQC samples we vary C; as a function of shunt capacitor fingers,
the dominant influence of which should be on w;3 and wy4. As in the
previous section we obtain these parameter values through a joint fit to-
gether with Cj,, using the values of w; and Jyn from the combined dataset
of the CQJ and CQC samples. As shown in figures 4.3 (a) and (b), we
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Figure 4.3: The fitted linear relationship between the number of shunt capacitance
fingers and the shunt capacitance C;. Panel (a) shows this relationship for Cy 3 and

(b) fOI’ C2,4.

again find the expected linear dependence. The relationships are Ci3 =
41.3 + 8.53 x #fingers and Cp4 = 84.4 +7.29 x #fingers in units of fF. The
fact that the two linear relationships differ substantially is consistent with
the fabrication mismatch between horizontal and vertical. However, one
would expect to see this difference in the slope, while the main difference
between the two is found in the linear offsets. In order to investigate this
mismatch one could fabricate a new set of samples with less asymmetry, to
verify how the offsets behave in the case of identical slopes.

4.1.3 CQK

In the sample denoted by CQK we study the variation of the capacitor cou-
pling the resonator to the transmission line, Ci. This is done by varying
the ratio of coupling finger length to shunt capacitor finger length. In this
case even less datasets could be fit: out of the six available samples, only
the second and third most weakly coupled circuits were consistent with our
theory, their parameter values listed in table. For the case of the most weak
coupling, no resonances could be discerned at all; it is possible that they
were smaller than the noise that remained after calibration, and that the
system was only coupled very weakly. The three most strongly coupled res-
onators however showed highly irregular behaviour: as shown in Figure 4.4,
they had not three, but five resonances, similar to the circuit with the low-
est shunt capacitance in the previous section. However, the resonances now
also have a very different shape. As of now we do not have an explanation
for this. While this is not desirable, it is fortunate that this occurs at high
coupling capacitances. In the experiments where these geometries will even-
tually be used, weak coupling is be the norm, and such effects should thus
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4.1. Circular Quatromer

Absolute Value of Reflection Coefficient CQK
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Figure 4.4: The absolute reflection coefficient of the second most strongly coupled
CQK circuit, with a finger fraction of 1. While one can expect anywhere from 3 to 4
resonances with N = 4 resonators present in the system we observe at least 5, with
anomalous shapes.

not occur. However, as only two of the circuits could be fit, the dependence
of Cx on the number of fingers can not be properly investigated as of now.

Fingers | wi3 (GHz) | wy (GHz) | Jny (MHz) | Jynn (MHz) | v (MHz) | k (MHz) |
0.001 |- - - - - -
0.2 2 x7.61 | 2m x 727 | 202 92.7 2.67 0.336
0.5 2T x 758 | 2m x7.35 | 210 66.0 2.72 0.424
0.75 - - - - - -
1 - - - - - -
2 - - - - - -

Table 4.3: Fitted parameters for the CQK samples. The non-integer number of
fingers indicate single fingers with a fractional length as given by the values in the
table. The measurements of the samples with 0.001, 0.75, 1 and 2 fingers could not
be fit.
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4.1. Circular Quatromer

414 CQL

In sample CQL we have two circuits: one CQ circuit connected to four trans-
mission lines, and one connected to a single one. The latter offers no new
insights compared to the previous section and we thus focus on the former.
The circuits studied thus far generally show 3 resonances, consistent with
the picture of a diagonally pairwise symmetry. However, previously we only
looked at circuits coupled at resonator 1, giving us reflection coefficient Sy;.
Here we can also study other reflection coefficients, such as Sy; and Sz3. Es-
pecially the comparison of the first two is interesting our scenario, as the
mode that is dark should switch between the two coefficients. Moreover,
for the transmission elements S1, and S,; it should be observable that both
modes are dark.

While we initially expected the CQL circuit to behave in this way, this is not
observed, as shown in Figure 4.5. The noise in the measurements makes it
ambiguous in the respective spectra on their own, but put next to each other
one can observe that |Sq1| and |S2;| show not three but four resonances, with
the dominant resonance switching from just below to just above 7.4 GHz re-
spectively. The red dotted line serves to visually assist with recognizing this.
Consistent with this is |S12 shown in panel (c): here we see all four reso-
nances clearly present. These findings are all consistent with a CQ system
that does not have a diagonally pairwise symmetry. This in turn begs the
question why we observe this in the system that is arguably most symmetric,
with coupling to all four resonators. We hypothesize that the answer could
lie in the design of the circuit and the chip, as shown in figure 3.2 Here one
sees that while the circuit itself is symmetric, the transmission lines are not.
Perhaps this is what breaks the mirror image type symmetry, giving rise to
the observed measurements. However, the lines should not have too much
effect, so it could also simply be that there are some discrepancies on the
fabrication side. This would have to be investigated further.

It should be noted that for these measurements only 3 SMP cables were avail-
able, meaning the fourth transmission line was not connected. To take this
into account, the dipstick connector connected to this fourth transmission
line was terminated.

4.1.5 Comparison of the circuits

As we have now fit data from four different samples with N = 4 resonators,
there are some statistics we can obtain. As noted before, each sample con-
tains 1 common circuit with identical parameters. While in no way precise,
this can help us determine how reliable our fitting method is through com-
paring the determined parameters of each of these circuits. Ideally one
would obtain the exact same value every time, but in reality the parameters
are distributed around a certain mean, as reported in Table 4.4. We see that
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4.1. Circular Quatromer
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Figure 4.5: Three panels showing the absolute reflection and transmission coeffi-
cients of the CQL circuit, connected to four transmission lines. In the first panel we
measure |S11| and detect four resonances, the fourth one hardly discernible at just
above 7.4 GHz. We observe a similar spectrum for |Say|, with one larger difference:
the coupling depths of the two middle peaks have swapped. Finally, panel (c) shows
S|12|, which again shows four resonances, consistent with the above.
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4.2. Circular Trimer

for w13, w4 and Jyn the ratio of the standard deviation to the mean is very
small: our fitting method appears to be consistent between measurements
of identical samples. For 7 and « the ratio is already on the order of several
percent, which perhaps has to do with how sensitively the fitted model de-
pends on these parameters. Moreover it might in part be due to the fact that
for x we have neglected its weak dependence on the frequency of the input
signal, and that we have taken 7, to be equal for all i. Finally, [ynn shows
very large deviations, at around 20% of the mean. The exact reason for this
is unclear. However, during the process of finding good initial parameters,
we evaluated quite some different forms of |I'(w)]|, and the dependence on
Jnnn was almost always at least a squared dependence. As this is typically
a parameter that is one or more orders of magnitudes smaller than the other
parameters it competes with (being w13, wy4 and [y as the other param-
eters do not enter into the Hamiltonian) it might be that its weight in the
fitting method is rather small, which means that a broad range of values
gives almost the exact same fit.

Parameter ‘ Mean u ‘ Standard Deviation o ‘ % ‘
w13 (2t x GHz) | 7.59 0.014 0.002
wy (271 x GHz) | 7.34 0.028 0.004
Jan (MHz) 212 15 0.007
Jnnn (MHz) 72.8 15.5 0.2

v (MHz) 2.69 0.062 0.02

x (MHz) 0.445 0.0246 0.06

Table 4.4: A statistical comparison of the fitted parameters for the circuit that is
present in each study of the circular quatromers.

4.2 Circular Trimer

On the sample of the circular trimers there are four circuits: two connected
to three transmission lines (denoted by CTL), and two connected to a single
line, denoted by CT]J. Each of these circuits exhibited the same type of ab-
solute reflection resonance spectrum: three resonances, as shown in Figure
4.6a. The transmission spectrum offered no surprise here either, showing
these same three resonances to be present as well (Figure 4.6b). This would
be consistent with a system in which there is no reflection symmetry in the
axis going through the coupled resonator, for any of the three resonators.
For if any of them had this symmetry, we should have seen the presence
of a dark mode in our system when coupling at different resonators in the
CTL circuits. We can understand this through the way such a device is fab-
ricated. The resonators are oriented in a type of triangle, which means the
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4.2. Circular Trimer
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Figure 4.6: Two panels showing the absolute reflection coefficient of a circular trimer.
Both exhibiting three resonances, they indicate that the system does not have a
reflection symmetry in the axis passing through the coupled resonator used to input
the signal.

capacitances are at three different angles. In the CQ circuits it was found
that horizontal and vertical capacitances have a discrepancy; this should in
principle mean that at every angle of orientation we fabricate a different ca-
pacitance. One can therefore see the CT circuits as having three different
C; values, and thus having no symmetries other than the trivial rotational
symmetry. This then implies that no modes should be dark, which is what
we observe.

Applying our fitting method of the CQ system to CT posed some trouble
however. If it were true that w; was the same for all three resonators, it
should have been a straightforward process, as the model is now simpler
than before. However, as we note above, the full system would in fact have
three distinct w;, as well as a | parameter. This gives us four parameters,
of which initial values have to be found based on the location of three res-
onances, which is an underdetermined system of equations. Finding initial
parameters based on an assumption that the w; are approximately equal
does not work either; the initial parameter values are then for a system of
two resonances and not three. This leads us to conclude that in order to fit
measured dynamics to a model one will either have to find a better fitting
routine, or the discrepancy in fabricating conductances at different angles
would have to be resolved, reducing the number of parameters in the model.
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4.3. Circular Hexamer
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Figure 4.7: A figure showing the absolute reflection coefficient |T'(w)| of a circular
hexamer of which the shunt capacitor consists of 15 fingers. Six resonances are
visible.

4.3 Circular Hexamer

For the circular hexamer we study what happens under the variation of C;;
we thus study CHC. In total four circuits were available, with 10, 15, 20 and
24 fingers respectively. All four of these circuits exhibited six resonances,
and the spectrum of one of these circuits is shown in Figure 4.7. This is
again indicative of no reflection symmetry in the axis going through the
coupled resonator. Similar to the circular trimer, the circular hexamer is
a hexagonal structure with capacitances at a total of four different angles,
potentially breaking the aforementioned symmetry. It is thus not expected
for this system to have any dark modes, consistent with the measurements.
Moreover, the problems of fitting the data encountered in the CT circuit are
exacerbated here, as one now needs a total of 3 different w; and three orders
of | terms in a model that is becoming more complicated, at it is based on a
six by six Hamiltonian.

4.4 Circular Octomer

Two different types of circular octomers were fabricated: one connected to a
transmission line at a single resonator, and one connected to a transmission
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4.4. Circular Octomer

line at all eight resonators. As of this project, we only measured the first
type. This is because it was not yet clear how to proceed with the circuit
connected at eight sites. In order to find all 64 scattering matrix elements
with only three cables to connect to the sample at once, a very large amount
of dipstick measurements would have to be performed with numerous re-
calibrations. However, seeing how the dynamics from CQL generalize to this
structure is certainly of interest and one should consider finding an efficient
way to study this system in the future.

On the other hand, we did measure the circuits connected at a single res-
onator. Two different circuits were fabricated, with 3 and 5 ] coupling capac-
itor fingers each. The resulting measurement of the first of these is shown
in Figure 4.8 (a). As can be seen, at least six resonances are present. It is
however hard to tell if there are not up to eight resonances, as their ampli-
tudes might be on the order of the noise. A more accurate measurement
is required to make any conclusions about this with confidence. Panel (b)
serves to illustrate this with a theoretical spectrum, not obtained from a fit.
Nevertheless, it is clear that there are more than five resonances, and that
like the circular hexamer our system appears to not have the required reflec-
tion symmetry. One can make the same argument here, namely that now
capacitors at four different angles are present in the system, breaking the
mirror image symmetry. Moreover, fitting was again not successful, for the
reasons listed before.
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4.4. Circular Octomer
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Figure 4.8: Two panels showing the absolute reflection coefficient of a circular oc-
tomer. The first panel shows the actual measurement, with at least six resonances
visible. This circuit is fabricated with three coupling capacitor fingers. As the second
panel serves to illustrate however, more resonances could be obscured by the noise.
The second panel shows a theoretical spectrum for such a circular octomer, where we
chose C; values in pairs based on their fabrication angle. Not visible at this scale is
the eight resonance around 7.8 GHz, with an amplitude over 50 times smaller than
the deepest resonance. Important to note is that this spectrum is not obtained from
a fit, it merely depicts how big the differences in relative amplitudes can be between
the resonances and thus that it is difficult to make a definite statement based on
relatively noisy measurements.
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Chapter 5

Conclusion and QOutlook

In this thesis we studied the scattering matrix elements of coupled RLC
resonators with periodic boundary conditions. We began by analysing the
physics of the system, using the Lagrange, Hamilton second quantization
and input output formalisms. What we found were matrix elements not
unlike the case of a linear chain of resonators, with one major difference: the
occurrence of dark modes. Subsequent investigation into the eigenvectors
of the Hamiltonian as well as the symmetries of regular polygons revealed
that these dark modes required a distinct symmetry of the system. Only
if the system has a reflection symmetry in the axis through the coupled
resonator do the dark modes occur; it appears that traversing the circuit
clockwise or anticlockwise should be indistinguishable. If this is the case,
several components of the eigenvectors will be zero. As the eigenvectors of
a Hamiltonian are directly linked to the eigenstates of the system, these zero
components denote probability densities, and thus predict the absence of
the field at these sites. While a future formal derivation might be desirable,
this led us to make a link to systems exhibiting (destructive) interference.
Investigation of the dispersion relations of these circuits provides insight
into the amount of resonances we expect for a circuit of N resonators that
has the required reflection symmetry: 5 + 1 for even N, and & + J for odd
N. This in turn tells us that if we detect more resonances, the required
symmetry is not present.

We then discussed the experimental aspects of the research, beginning with
a description of the physical devices. The circuits (not fabricated as part
of this thesis) consist of structures written in a niobium layer deposited on
top of a sapphire substrate, containing inter-digital capacitors and meander
inductors. As the circuits were connected to one or more transmission lines
via a coupling capacitor, we were able to perform measurements of the scat-
tering matrix elements of various circular geometries. These ranged from
the circular trimer (N = 3 all the way to the circular octomer (N = 8). The
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measurements themselves were performed with a dipstick, liquid helium
dewars, and a vector network analyser (VNA) connected to the dipstick us-
ing SMP cables. Reflection coefficients were obtained for all circuits, as well
as transmission coefficients for the circuits connected to more than a single
transmission line. Subsequently a fitting method was developed, incorpo-
rating the possibility of dark modes as well as the unfortunate mismatch
between capacitances fabricated at different angles. In this thesis only the
absolute value of the reflection coefficients were fit; future endeavours could
investigate the inclusion of other data (such as the angle and the real and
imaginary parts) as well in order to obtain more reliable fitting data.

Most of the analysis was performed for four different CQ circuits: CQJ, CQC,
CQK and CQL, which varied the coupling capacitance Cj;, the shunt capaci-
tance C;, the coupling capacitance C, and the number of transmission lines
respectively. The study of Cj; turned out to be the most accommodating;
all circuits exhibited three resonances and the fitting routine converged for
each of them. However, the exact relationship between Jyn (which we ex-
tract from the data) and Cj; is rather complex, so we utilized a joint fitting
method to obtain values of Cj; and C; simultaneously from both Jyy and w;.
The linear relationship Cj; = 1.05 + 4.35 x #fingers in units of fF was found.

The CQC circuits were mostly well behaved too, with four out of six cir-
cuits showing the same type of spectra as the CQJ circuits. However, the
two circuits with the lowest shunt capacitance values exhibited highly un-
expected behaviour, exhibiting as many as six resonances in a 4 resonator
system. No explanation from theory could be given, nor was an explanation
found on the basis of experimental considerations. This is therefore an issue
that should be further investigated moving forward. However, using only
the four well behaved circuits, a linear relationship was also found between
the number of shunt capacitance fingers and the resulting capacitance C;,
again based on a joint fitting method. The relationships that were found are
C13 =413 +8.53 x #fingers and Cr 4 = 84.4 4 7.29 x #fingers in units of {F.
While asymmetry between horizontal and vertical was expected, the large
difference in linear offset was not and should also be investigated further.

The pattern of odd resonance spectra continued in the CQK samples, where
only 2 out of 6 circuits behaved as expected. The most weakly coupled
circuit appeared to not exhibit any coupling at all, while the three most
strongly coupled systems showed highly irregular resonance spectra with
odd lineshapes and more than 4 resonances. In this study no linear relation-
ship could be found between C, and the number of fingers, due to the small
sample size. We suggest to perform a subsequent investigation of parame-
ter dependence on C,, but instead for a range of lower couplings than the
majority of the ones investigated here. This is because they seem to produce
more well behaved spectra, and future applications of the circuits will most
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likely require weak coupling.

The CQL circuit, coupled to not one but four transmission lines, marked a
departure from the dark modes seen in the other CQ circuits. Exhibiting all
four resonances in every case, we had a strong indication that the system
did not have the required reflection symmetry expected from a fabricational
point of view. We theorize that perhaps the asymmetry of the fabricated
transmission lines could be the cause of this symmetry breaking, or that
it could simply be caused due to errors in the fabrication of the circuits
themselves. Future endeavours should also explore connecting the ground
planes via wirebonds, to suppress chip modes which could introduce cross
couplings or similar phenomena.

Like the CQL circuits, the CT, CH and CO systems with N = 3,6,8 res-
onators respectively also did not have any dark modes, again informing
us of a lack of reflection symmetry in the axis through the coupled res-
onator. Here however the cause seemed more apparent; as it was found that
during fabrication the capacitance constructed has an angular dependency,
one would not expect these systems to have this symmetry to begin with.
This however posed a problem for fitting the measured spectra. The angu-
lar dependence of the capacitances meant that one could not assume each
resonator to have the same resonance frequency w;, quickly increasing the
number of parameters of the model. This greatly complicated the process
of finding good initial parameter values, and in the end led to us not being
able to fit any other data than for the circular quatromers, the only system
exhibiting the dark modes. Improvement is definitely needed in this area,
but can be readily achieved by solving the angular dependence of capaci-
tance fabrication. This would lead to a strong reduction in the number of
different parameters in the system, leading to a larger degree of symmetry
and simpler fitting models.

All together, most of the measured systems behaved in accordance with how
one would expect them to from theory. For the systems with enough symme-
try dark modes were observed. While a formal understanding of the occur-
rence of the dark modes was not formed, one can question its usefulness for
future endeavours as these linear circuits are but a stepping stone to more
complicated, non linear systems. For the CQ circuits fitting parameters was
possible and often even very precise based on visual confirmation of the fits,
and dependencies were extracted. Improvement is still required here how-
ever, as error estimates are not available in the current procedure, and both
v and « fits appear to be unreliable. While the method developed for fitting
CQ systems should be generalizable to other geometries, their subsequent
data fitting was not possible due to the aforementioned fabricational angu-
lar dependence of capacitances. Future endeavours should probably aim to
either understand the exact dependence or get rid of it all together, poten-
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tially allowing one to extract relevant parameters from all studied systems
as well as inducing the more exotic dark mode physics.
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Appendix A

Visualizing Eigenvectors of Systems
with Periodic Boundary Conditions

The circuits studied in this thesis all have one common property, being that
they are coupled in a circular fashion. In chapter 2, rather extensive analysis
of the eigenvectors of the Hamiltonian of these systems is performed in a
numerical fashion, which is greatly simplified through a clear visual repre-
sentation of said vectors. Based on a concept for eigenvector plotting in a
linear array, we explored several options of plotting these eigenvectors in a
simple, transparent fashion that allows the user to quickly read off magni-
tudes and sign differences while also stressing the periodicity.

In order to present the various alternatives explored in the simplest way
possible, we first look at the various alternatives for N = 4, the circular
quatromer. We choose our parameters to reflect the diagonally pairwise
symmetric case from chapter 2, with C;3 = 0.9Cp4. In order to reduce the
amount of clutter we omit a figure caption, and simply discuss the different
tigures here. After discussing N = 4 we also take a look at N = 8 (circular
octomer) in order to see how the clarity of the figures varies with system
size.

Before we discuss the differences, we first note the factors common to all
tigures. For system size N, each figure has N objects i for the N different
eigenvectors, ordered from left to right in order of increasing eigenvalue.
Each object i then again has N components, denoting the different elements
of the eigenvector. In the linear case the front object denotes element 1
and the back object element N, while in the case of circular geometries the
ordering is based on the unit circle in the x-y plane. The first element of
the eigenvector is represented by the first object in the positive section of
the x-y plane, while the Nth element is represented by the last object in the
negative y, positive x plane. The color red denotes that the vector element
is positive, while the color blue denotes negative. In the case of the 3D
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figures height denotes the relative magnitude of the vector elements, while
the direction in which the figure is drawn from the z = 0 plane denotes
the sign; upwards for positive and downwards for negative. For the 2D
figure no such directionality is imposed and the sign is only denoted by
color. Moreover, the relative magnitude of each vector element is denoted
not by the radius but by the area of the circular segment.

Figure A.1 shows the visualization with which we began, inspired by previ-
ous work on linear arrays. The relative magnitudes and sign differences are
apparent here, and the mode structure is clearly visible. However, periodic-
ity is not included in any way and one thus has to impose these conditions
in their own mind in order to relate what is being shown the the physical
system. Figure A.2 offers improvement in this area, as the cuboids are now
placed on a circle. Here it is clear that in the second eigenvector two di-
agonally opposing resonators have nonzero components, as expected from
the choice of parameters. For N = 4 it is still relatively easy to visually
distinguish each component as not too much overlap is taking place. Figure
A.3 shows a variant of this, where the cuboids are now replaced with cylin-
ders. This adds an extra flavor of periodicity to the structure. Figure A.4
takes this one step further. Instead of drawing a separate cylinder for each
resonator, they are now all combined into a single object, with each element
represented by a cylindrical wedge. This offers the aesthetic advantage of
showing clearly which resonators are connected to each other, while slightly
obfuscating some components due to overlapping graphics. Finally, figure
A.5 shows a two dimensional variant of the above: the cylindrical wedges
are now replaced by circular segments. The obvious downside of this is that
sign differences are now represented only by color, requiring the viewer to
take an extra step in order to understand the figure. However, this approach
provides very clear visuals as none of the components can overlap, possibly
making other segments less clear.

While some of the figures might be more visually pleasing than others, most
of them seem to work well for N = 4. For N = 8 we choose a completely
symmetric system, where all resonators have the same parameter values.
Figures A.6-A.8 remain relatively clear, although quite full, with some over-
lapping visuals. Especially discerning relative height differences between
different components is difficult. One could think about how to implement
a better color coding scheme, where perhaps the colors scale from blue to
red when the eigenvalues go from -1 to 1 respectively. Figure A.9 illustrates
that a single cylinder is simply too little space to represent eight different
sections. Some parts are overlapping, and the mode structure is not always
obvious. Figure A.10 again shows that, although the distinction between
positive and negative is less obvious, the two dimensional representation
provides an unambiguous and quick way to analyse the eigenvectors. We
choose to use this way of representing the eigenvectors in the thesis.
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Eigenvectors of CQ, DPS

Figure A.1

Eigenvectors of CQ, DPS

Figure A.2
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Figure A.3

Eigenvectors of CQ, DPS

Figure A.4
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Figure A.5

Eigenvectors of CO

Figure A.6
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Eigenvectorsof CO

Figure A.7

Eigenvectorsof CO

Figure A.8
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Eigenvectors of CO

Figure A.9

Eigenvectors of CO

Figure A.10
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