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Abstract

On the way to high-fidelity quantum gates, accurate estimation of the gate errors is essential.

Randomized benchmarking (RB) provides a tool to classify and characterize the errors of multi-

qubit gates. Here we implement RB to investigate the fidelity of single-qubit and two-qubit gates

in the Clifford group realized on a superconducting transmon qubit system. This thesis provides

an overview of the current randomized benchmarking methods and gives detailed discussions

of how to estimate the gate error. For single-qubit gates an average gate fidelity of 99.6(1) %

was obtained. Furthermore, it shows how two-qubit gates are realized and how they can be

calibrated to achieve high fidelities. Here, the focus lies on the controlled phase gate and iswap

gate, which are both implemented using fast magnetic flux pulses. For the former, fidelities

above 92 % were estimated. Also a decreasing of average gate fidelity over time was observed.

Finally, a method for achieving scalable iSwap gates is proposed.



Contents

1. Motivation 6

2. Superconducting Quantum Circuits 8

2.1. Electromagnetic Oscillators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2. The Transmon Qubit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3. Circuit QED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4. Readout and Single Quantum Gates . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.5. Coherence Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.6. Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3. Single-Qubit Randomized Benchmarking 21

3.1. Randomized Noise Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2. Pauli Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3. Clifford Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.3.1. Derivation of the Expected Fidelity Decay . . . . . . . . . . . . . . . . . . 27

3.3.2. Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4. Interleaved Randomized Benchmarking . . . . . . . . . . . . . . . . . . . . . . . . 33

4. Two-Qubit Gates and their Errors 39

4.1. Coupling Superconducting Qubits . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.2. The Clifford group C2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.3. Multiplexed and Partially Tomographic Readout . . . . . . . . . . . . . . . . . . 42

4.4. CPHASE Gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.4.1. Coupling to Second Excited State . . . . . . . . . . . . . . . . . . . . . . 45

4.4.2. Interaction Position and Timing . . . . . . . . . . . . . . . . . . . . . . . 47

4.4.3. Dynamic Phase Correction . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.4.4. Randomized Benchmarking with the CPHASE . . . . . . . . . . . . . . . 51

4.4.5. Interleaved Randomized Benchmarking with the CPHASE . . . . . . . . . 55

4.5. iSWAP Gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5.1. XY Coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.5.2. Interaction Position and Timing . . . . . . . . . . . . . . . . . . . . . . . 59

4



Contents

4.5.3. Relative Phase Corrections . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.5.4. Randomized Benchmarking with iSWAP . . . . . . . . . . . . . . . . . . . 63

5. Conclusion 65

Appendix A. Convention 67

A.1. Single Qubit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

A.2. Two Qubits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Appendix B. The Single-Qubit Clifford Group 68

Appendix C. The Two-Qubit Clifford Group 70

5



1. Motivation

Alain Turing made a general model of classical computing in 1937 which was later called Turing

machine [1]. A few years later the first computers based on electrical components were built.

During the following years, the power of computers grew with a remarkable speed, whereas the

space they use shrank. Amazed by this developments, Gordon Moore stated in 1965, exactly 28

years after Alain Turing had published his fiding that the amount of gates engineers can pack

on integrated circuits grows exponentially [2]. Astonishingly, this statement, better known as

Moore’s law, still holds today. But when does it end? Our computer circuits today are already

so small that we run up against quantum effects in fabrication. Therefore, with this technology

we will not be able to hold Moore’s law any longer in the next few decades. The only way is

to investigate new computer models, such as quantum computers, where we make use of the

quantum mechanisms instead of avoiding them [3].

What advantages does quantum computing have in comparison to classical computing? On

one hand, certain tasks, easily accomplished in classical information theory, are not possible

with quantum systems. Cloning, for example, a simple task for a modern computer, is not

achievable in quantum mechanics [4]. Another drawback is the probabilistic nature of quantum

processes. Quantum mechanics deals with probabilities and even if the error is negligible small,

the unwanted case might still occur. But on the other hand, a quantum computer is capable to

efficiently solve problems, which do not have a known efficient solution on a classical computer.

The term efficient has a mathematical description in computational complexity, used to classify

algorithms, where an algorithm which solves a problem in a time polynomial to its size is called

efficient. In 1994, Peter Shor came up with two quantum algorithms solving the important

problem of finding prime factors of big integer numbers and the discrete logarithm problem

efficiently [5]. Therefore, it would be possible to break most cryptosystems used today, like the

RSA cryptosystem. Another example is Lov Grover’s search algorithm established in 1996 [6],

which significantly speeds up searching objects in an unstructured space. In all of these cases,

a quantum computer is more powerful than a classical computer. By today, only a few such

quantum algorithms are known and there might be many more. Finding new algorithms for

quantum computers that are faster than their classical counterpart, is one of the challenging

tasks for the future.
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However, in order to make use of such advantageous algorithms, it is necessary to coherently

control large amounts of qubits and conduct many computational gates on them. Any quantum

system capable of fulfilling these conditions is called scalable. One of the problems on our way

to scalability is the loss of coherence, meaning the loss of information about the qubit state,

providing an upper limit of the time window for operations. Furthermore, as mentioned above,

working with a quantum system never leads to results with 100% certainty. But, due to quantum

error-correction methods, developed to preserve quantum information in the presence of noise,

quantum computation becomes fault tolerant. Yet, the probability of errors per unitary gate

should still be well below the threshold of 10−2 [7]. The current goal is to reach error probabilities

of below 10−4.

While heading towards scalable quantum gates, it is of great importance to have methods able

to identify low error probabilities of quantum operations implemented on a quantum system. A

well known protocol, capable of fully characterizing any quantum process including the noise,

is quantum process tomography (QPT) [8]. It has been successfully used on different qubit

systems based on nuclear magnetic resonance (NMR) [9], linear optics [10], atomic ions [11] and

superconducting circuits [12]. Unfortunately, QPT suffers from two major drawbacks. First, it

is not scalable, since the number of required experiments grows exponentially with the number

of qubits, which makes it unattractive for large-scale quantum processes. Secondly, QPT is

sensitive to state preparation and measurement (SPAM) errors and therefore inappropriate

to estimate the specific error of a quantum operation. Another method, recently developed, is

randomized benchmarking (RB) [13–16]. RB provides a scalable and robust method for verifying

gate errors, insensitive to SPAM errors. However, in contrast to QPT, it does not provide a

complete description of a quantum process, which may be desirable in some cases. Since the first

RB protocol was published in 2008 [13], many different versions and extensions [17–20] came

up, all trying to further characterize the occuring gate errors.

The aim of the present thesis is to implement a randomized benchmarking method for one and

two-qubit gates and to estimate the errors of gates calibrated in our lab. Besides the single-qubit

gates, the focus lies on the two-qubit controlled phase and iswap gate, whose realization and

calibration will be discussed in detail. Overall, this thesis is segmented in three parts, provid-

ing a full theoretical approach to the used methods, as well as a careful documentation of the

experimental results. The following chapter includes the theoretical concept of superconducting

quantum circuits and their realization in our lab. This is followed by a chapter about random-

ized benchmarking methods for single-qubit gates. Finally, the last chapter demonstrates the

expansion of the methods to two-qubit gates.
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2. Superconducting Quantum Circuits

This chapter provides an introduction into the basic principles and methods used in single qubit

quantum computation today. In order to understand how the qubits used during this thesis work,

the first two sections give a brief theoretical overview. It starts with the very basic oscillator

circuits and continues until the most up to date qubit design, the transmon. Section 2.3 and 2.4

explain what happens when the qubit is connected to a resonator and why this is useful. At the

end, we will give more specific details about the experimental setup (Section 2.6).

2.1. Electromagnetic Oscillators

One of the simplest electrical circuits, consisting solely of a inductor with inductance L and a

capacitor with capacitance C, but no resistor, is the LC oscillator circuit (Figure 2.1). Its La-

grangian energy is completely described in terms of the time-dependent magnetic flux threading

the coil [21]

Φ(t) =

∫ t

0
V (τ)dτ, (2.1)

where V (t) = Φ̇(t) is the voltage across the inductor element assuming V (0) = 0. Therefore, the

energy saved in the capacitor represents the kinetic energy of the system, whereas the potential

energy is stored in the inductor:

Ekin =
1

2
CV 2 =

1

2
CΦ̇2 Epot =

1

2
LI2 =

1

2L
Φ2. (2.2)

Both terms together lead to a Lagrangian given by

L =
1

2
CΦ̇2 − 1

2L
Φ2. (2.3)

To receive the Hamiltonian describing the system, the conjugate momentum has to be calculated:

δL

δΦ̇
= CΦ̇ = CV = Q (2.4)

We see that in this representation the conjugate momentum of the flux coordinate is just the

charge Q stored in the capacitor. Using the Legendre transformation

H = q̇p− L(q, q̇; t), (2.5)
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2.1. Electromagnetic Oscillators

Figure 2.1.: Schematic circuit diagrams of basic oscillator loops. (a) LC Oscillator

circuit consisting of a inductor with inductance L and a capacitor with capaci-

tance C. (b) The circuit of an rf-SQUID loop is basically a LC oscillator circuit

with an additional Josephson Junction connected in parallel.

where the generalized position and momentum are given by q = Φ and p = Q respectively, leads

us to a Hamiltonian

H(Q,Φ) =
Q2

2C
+

Φ2

2L
, (2.6)

which is the Hamiltonian of a harmonic oscillator. In this sense, the dynamics of the LC circuit

can be seen as the harmonic movement of charged particles in-between the capacitor and the

coil.

An expansion of the LC oscillator is the circuit shown in Figure 2.1(b). It is called rf-SQUID

or radio frequency superconducting quantum interference device and is similar the dc-SQUID

(direct current). Both are based on a superconducting loop containing Josephson junctions.

The dynamics in such circuits can be described by the superconducting phase difference φ in

the Josephson junction, which is often simply referred to as the superconducting phase. By the

well-known relation

φ =
2e

~

∫ t

0
V (τ) dτ =

2e

~
Φ, (2.7)

the superconducting phase is directly connected to the magnetic flux through the coil and the

voltage drop across the junction. In terms of the superconducting phase, the potential energy

stored in the Josephson junction is given by

Epot =

∫ t

0
I V (τ) dτ

=

∫ t

0
IJ sin(φ) Φ̇ dτ

=
~
2e

∫ φ

0
IJ sin(φ)φ̇ dτ

=
~
2e

∫ φ

0
IJ sin(φ) dφ =

~
2e
IJ (1− cosφ),

(2.8)
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2. Superconducting Quantum Circuits

where we have used the first Josephson relation [22], according to which the current I flowing

through the junction is equal to IJ sinφ when IJ denotes the critical Josephson current. As in

the preceding paragraph, the Lagrangian is given by the kinetic energy term Eq. 2.2 minus the

potential ones Eq. 2.2 and 2.8,

L(φ) =
~2

4EC
φ̇2 − EL

2
φ2 − EJ (1− cosφ), (2.9)

where EC = (2e)2

2C is the charging energy of the capacitor charged with one electron pair, called

Cooper pair, EL = ~2

4e2 L
the energy of the persistent current in the loop and EJ = ~

2eIJ the

Josephson energy denoting the energy stored in the Josephson junction. As in the harmonic

case, the conjugate momentum is given in terms of the charge on the capacitor, but with the

small difference that here it represents the number of Cooper pairs n on the capacitor,

δL
δφ̇

=
~2

2EC
φ̇ =

~2

4e2
Cφ̇ =

~
2e
CV = ~n, (2.10)

since CV = 2ne. Thus, the Hamiltonian describing the rf-SQUID in terms of n and φ is

H(n, φ) = EC n
2 +

1

2
EL φ

2 + EJ (1− cosφ). (2.11)

Now clearly visible after a comparison with Eq. 2.6, the additional Josephson junction in the

circuit changes the harmonic LC oscillator to a non-linear oscillator.

The question is now, how can these systems be used to build a qubit? In the interest of

conducting operations, a qubit requires two clearly separable levels, 0 and 1. So far, the energy

spectrum of our circuits is continuous, but after a quantization of the electromagnetic field, the

energy spectrum splits up in specific energy levels serving as possible 0 and 1 states. Therefore,

the classical variables are replaced with their corresponding operators n̂ and φ̂, fulfilling the

commutation relation

[n̂, φ̂] = −i (2.12)

Another, yet unanswered, question is the need for a non-linear Hamiltonian. A desirable property

of two computational states is that the transition frequency between the 0 and the 1 state should

not be in resonance with another transition frequency, in order to avoid unwanted transitions.

Therefore, a non-equidistant energy spectrum is necessary. Moreover, the states should be well

decoupled from the environment. As a consequence, one commonly chooses a low lying pair of

levels, like the ground |g〉 and first excited state |e〉. The anharmonicity α, defined by the energy

difference between transition from the ground to the first excited state ωge and the transition

from the first to the second excited state ωef , gives a measure of non-linearity of the qubit energy

spectrum.
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2.2. The Transmon Qubit

Figure 2.2.: Circuit diagrams of the Cooper pair box and the transmon qubit.

(a) The CPB consists of an external gate voltage Vg which is connected to a su-

perconducting island via the two capacitors Cg and Cj and the Josephson junction

J . (b) Introducing a large shunt capacitance CB brings us to the transmon design.

The additional circuit in the middle (blue) shows the case when the transmon is

connected to a harmonic resonator.

2.2. The Transmon Qubit

Over the last 20 years many qubit designs have been established based on the Josephson junction.

Due to the different physical spectra used, they can be classified into charge, flux or phase

qubits [21]. The first developed qubit system, the charge qubit or also called Cooper Pair

Box (CPB) [23], is topologically distinct from the basic rf-SQUID circuit in the sense that in

contains a superconducting island (Figure 2.2(a)). It is based on the number of Cooper pairs

on the island, which is an integer number since the Josephson junction acts as a tunnel barrier,

where only Josephson tunneling is allowed. If tunneling were forbidden, the Cooper pairs would

be trapped on the island and n remains constant. Qubits belonging to the flux qubit class

have computational states which are defined by the direction of current circulating in the loop,

clockwise or counter-clockwise. One of the first flux qubit designs was made by Mooij et al.

in 1999 [24]. Finally, the phase qubit, like its name says, uses the energy levels defined by the

superconducting phase difference of the Josephson junction. It was first established in 2002 by

Martinis et al. [25]. Of these three qubit designs, the charge qubit is the most used qubit type

today and was also used in this thesis. Hence, we will discuss it in more detail.

The Hamiltonian of the CPB is similar to the one of the rf-SQUID given in Equation 2.11:

Ĥ = EC (n̂− ng)2 − EJ cosφ̂ (2.13)

Due to the gate voltage Vg, we have an additional means of external control of the qubit.

Therefore, it is possible to set a bias charge on the gate capacitor ng =
Cg Vg

2e expressed in

terms of Cooper pairs. Moreover, since there is a gate capacitor involved, the charging energy

constant is given by EC = (2e)2

2CΣ
, where CΣ = Cj + Cg. For simplicity, the Hamiltonian can also
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2. Superconducting Quantum Circuits

be represented in the Cooper pair number basis, that is n̂ |n〉 = n |n〉 [23],

Ĥ =
∑
N

[
EC(n− ng)2 |n〉 〈n| − EJ

2
(|n〉 〈n+ 1|+ |n+ 1〉 〈n|)

]
(2.14)

This representation visualizes the fact that the number of Cooper pairs can only be changed by

the last term, the Josephson coupling term. The energy eigenvalues of the CPB Hamiltonian

are exactly determined in terms of Mathieu functions [26]

Em(ng) = EC a2(ng+k(m,ng))(−
EJ

2EC
), (2.15)

where ar(q) is Mathieu’s characteristic value and k(m,ng) a function that sorts the eigenvalues

correctly [27]. In Figure 2.3, the lowest three energy levels are plotted as a function of the

bias Cooper pair number. The dashed lines correspond to the case without Josephson term or

EJ = 0, the solid lines to the case EJ/EC = 1. In this sense, the Josephson term lifts the

degeneracy at the crossing about EJ . Usually, the CPB is operated at ng = 1/2 also called

charge sweet spot, in the interest of eliminating linear noise sensitivity. Thus, increasing the

dephasing time T2, which is the time until all information about the phase of the qubit is lost.

However, just operating the qubit at the charge sweet spot is not enough. Even though, the

sensitivity to linear charge noise can be successfully decreased, the system is still sensitive to 1/f

noise. A way to further lower the sensitivity is to decrease the so called charge dispersion εm,

which denotes the peak-to-peak value of an energy level:

εm = Em(ng = 1/2)− Em(ng = 0) (2.16)

This value depends on the ratio EJ/EC . The higher the ratio between the Josephson energy

and the charge energy, the smaller εm and the flatter the dependence on ng. But the price we

pay for decreasing the charge dispersion is an unwanted lowering of the anharmonicity.

A solution is given by a new design, established by Koch et al in 2007 [27] and called the

transmission-line shunted plasma oscillation (transmon) qubit. Its design is shown schematically

in Figure 2.2. Compared to the CPB circuit, the transmon consists of two Josephson junctions

in a loop, allowing an external magnetic flux to induce an electrical current. With this new

control parameter it is possible to periodically vary the Josephson energy according to [27]

EJ = EJ,max

∣∣∣∣cos(πΦ

Φ0
)

∣∣∣∣ , (2.17)

where Φ0 = ~/2e denotes the superconducting flux quantum constant. Furthermore, what makes

the transmon special is the property that by increasing the ratio EJ/EC the charge dispersion

decreases exponentially where in the same time, the anharmonicity reduces algebraically [27].

In that matter, the qubit can be operated at an EJ/EC ratio much larger than the CPB. In
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2.3. Circuit QED
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Figure 2.3.: The first three energy levels of the Cooper Pair Box (black, red and

blue) as a function of gate bias voltage. The ratio between Josephson energy EJ

and charging energy EC is 1 (solid lines). In contrast to the harmonic case (dashed

lines), where the Josephson energy is zero, the energy levels are non-degenerate.

Figure 2.4 the energy levels are plotted for the ratios EJ/EC = 5 and EJ/EC = 50. At this

point the qubit is stable against charge fluctuations, even though we have lost a parameter to

control the qubit.

Beside a few additional elements, the circuit of the transmon is similar to the CPB and so the

Hamiltonian Eq. 2.13 still holds. The only difference is that the total capacitance has changed

to CΣ = CJ + CB + Cg, yielding to a smaller charging energy EC , which, on the other hand,

gives the desired higher EJ/EC ratio.

2.3. Circuit QED

Even a qubit with very high anharmonicity and charge insensitivity is useless, when it cannot

be controlled. Controlled in the sense that there is a possibility to conduct quantum operations

and state read-outs. A way to influence and read the states of a qubit is to couple the qubit

to an LC oscillator as shown in Figure 2.2 (blue). This so called circuit QED setup is similar

to cavity QED, where an atom, forming a dipole, is coupled to light in an optical cavity. In

2004 Blais et al. [28] proposed the idea to implement the principle with superconducting circuits

replacing the atom and a coplanar waveguide resonator acting as microwave cavity. In the same

year, Wallraff et al. [29] first realized it on a chip.

A necessary condition for a successful coupling is that the dipole coupling strength between

qubit and resonator is strong enough for an energy exchange. In this regard, the transmon

13



2. Superconducting Quantum Circuits
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Figure 2.4.: First three energy levels of the CPB/transmon qubit with ratios

EJ/EC = 5 (a) and EJ/EC = 50 (b) as a function of the gate bias voltage. Clearly

visible, the transmon becomes change insensitive for a higher ratio of Josephson

energy to charging energy.

qubit reveals another remarkable property when coupled to a superconducting transmission

line resonator, since the coupling strength increases in a power-law with the ratio EJ/EC [27].

As shown in Section 2.1, the resonator in form of an LC oscillator is described by a harmonic

oscillator. For simplification, we assume that the resonator has only a single mode with resonance

frequency ωr, and that the qubit does not strongly perturb the resonator. Furthermore, assume

that this frequency ωr is solely determined by its geometric and dielectric properties [30]. By

quantizing the harmonic Hamiltonian Eq. 2.6, the resonator system is described by

Ĥr = ~ωrâ†â (2.18)

In this representation, the annihilation â and creation operator â† define the elimination and

creation of a single photon in the resonator. Similar to cavity QED, the Hamiltonian of the

whole system is given by the generalized Jaynes-Cummings Hamiltonian [27]

Ĥ = ~
∑
j

ωj |j〉 〈j|+ ~ωrâ†â+ ~
∑
i,j

gi,j |i〉 〈j| (â+ â†) (2.19)

where ~gi,j represents the coupling strength of the atomic transition from level |i〉 to level |j〉
to the electric field in the cavity. In our system we can neglect simultaneous excitation of

transmon and resonator by using a rotating-wave approximation [13], which leads to the effective

Hamiltonian

Ĥeff = ~
∑
j

ωj |j〉 〈j|+ ~ωrâ†â+ ~
∑
i

[
gi,i+1 |i〉 〈i+ 1| â† + gi+1,i |i+ 1〉 〈i| â

]
(2.20)

Here, we are most interested in the case where the qubit system is restricted to a two-state

Hamiltonian, which gives us the usual Jaynes-Cummings form [21]

Ĥ = ~
ωq
2
σz + ~ωrâ†â+ ~gge

[
âσ+ + â†σ−

]
(2.21)
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2.4. Readout and Single Quantum Gates

In contrast to the general form Eq. 2.20, the reduced Hamiltonian is analytically solvable and

has the eigenvalues [31,32]

E±0 = −~ωq
2
, E±n>0 = ~ωr

(
n+

1

2

)
± ~

2

√
∆2 + 4g2

ge(n+ 1), (2.22)

with ∆ = ωq−ωr being the difference between the qubit transition frequency and the resonance

frequency of the resonator and n = 〈â†â〉 being the number of photons in the resonator. The

generally entangled energy states of the qubit/resonator system are given by the ground state

|g, 0〉 and

|+, n〉 = cos(
θn
2

) |e, n〉+ i sin(
θn
2

) |g, n+ 1〉 ,

|−, n〉 = sin(
θn
2

) |e, n〉 − i cos(
θn
2

) |g, n+ 1〉 ,
(2.23)

which are called dressed states, are slightly shifted in comparison to the energy states of the two

systems alone. Here, tan(θn) = 2gge
√
n+ 1/∆. Usually, one differentiates between two main

cases in the proportion of the qubit and resonator frequency ∆, the resonant limit ∆ → 0 and

the dispersive limit ∆ � g. In the resonant limit, where the resonator and qubit frequency

are tuned in resonance, the coupling of the two systems results in an avoided crossing with

a minimum distance of 2~gge
√
n+ 1. This separation relates to a coherent exchange of single

energy quanta between qubit and resonator leading to Rabi Oscillations. In the dispersive limit,

where the two systems are almost uncoupled, the dressed states have only a small frequency shift

of χ compared to the uncoupled states. This dispersive shift depends on the photon population

in the resonator. If the resonator is empty, the effect arises from the qubit coupling with vacuum

fluctuations, which is called Lamb shift δL ≈ g2
ge/∆ [33,34]. In the other case, when the resonator

is populated with n photons, the shift is caused by the Lamb shift and an additional ac Stark

shift δS ≈ 2ng2
ge/∆. Since the eigenstates in the dispersive limit are almost encoupled, there is

no direct exchange of energy between qubit and resonator, thus direct coupling terms in Eq. 2.21

can be neglected. After eliminating off-diagonal terms up to second order in g/∆ by a unitary

transformation the Hamiltonian takes the final form [27]

Ĥdisp =
~
2

(ωq + χ)σz + ~ωrâ†â+ ~χâ†âσz, (2.24)

where χ = g2
ge/∆ is called dispersive shift.

2.4. Readout and Single Quantum Gates

As demonstrated by Wallraff et al. [29], coherent control and readout of a CPB qubit is ac-

complished by moving to the dispersive limit. The so called dispersive readout allows a non-

demolition measurement of the qubit state, because the frequency of the resonator is shifted by

15



2. Superconducting Quantum Circuits
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Figure 2.5.: Energy levels of a transmon qubit coupled to a resonator (solid lines)

in comparison to the uncoupled system (dashed, grey). The x axis shows the de-

pendency on the qubit-resonator detuning. A coupling in the resonant limit ∆→ 0

leads to an energy splitting of 2~gge
√
n+ 1. Even in the off-resonant dispersive limit

∆� g, a small deviation of χ from the uncoupled states is observable.

the qubit state-dependent dispersive shift. In order to make use of this property, a weak mi-

crowave measurement tone is switched on at the input port of the resonator. The Hamiltonian

of the drive is given by [35]

HD = ε(t)â†e−iωdt + ε∗(t)âeiωdt (2.25)

where we have three variables to change the tone, the time-dependent amplitude ε(t), the fre-

quency ωd and the phase. According to Figure 2.6, which shows the dispersive shift of the res-

onator frequency in terms of the transmitted amplitude, a measurement frequency of ωd = ωr−χ
will lead to a measured signal of an on-resonantly driven resonator without any phase shift when

the qubit is in ground state. In the case, when the qubit is in the excited state, the transmitted

phase is damped and the phase shifted.

The qubit drive can be used to perform single qubit quantum gates by sending strong microwave

pulses into the resonator. Here, single quantum gates correspond to rotations on the Bloch

sphere. In contrast to the measurement drive, which is switched on for a longer period of time

(in our lab for 15 µs), the gate pulse is rather short (21 ns) and its frequency is on resonance

with the qubit frequency ωq. By adding the drive Hamiltonian Eq. 2.25 and moving into a frame

rotating at the drive frequency ωd, the Hamiltonian Eq. 2.24 is extended to [35]

Ĥdisp =
~
2

(ωq + χ− ωd)σz + ~(ωr + χσz − ωd)â†â+
ΩR

2
(cos(φ)σx + sin(φ)σy). (2.26)

The term Ω = 2εg/(ωr−ωd), which is called Rabi frequency, represents the frequency with which

the qubit oscillates between the ground and excited state. Thus, depending on the phase φ a
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Figure 2.6.: Transmitted amplitude on the output port of a resonator for a un-

coupled resonator (middle, orange) and a coupled qubit-resonator system when the

qubit is in the ground state (blue, left) and in the excited state (green, right).

single pulse rotates the qubit around an axis of the XY-plane of the Bloch sphere. Any rotation

around the z axis can be achieved by a combination of rotations around the x and y axis.

These readout and control methods methods were originally developed for the CPB, but they

also hold for the transmon qubit [27]. The only disadvantage of the transmon qubit is its

reduced anharmonicity. The time of a pulse is limited by the inverse of the maximal bandwidth

in frequency space which is limited by the anharmonicity, since one has to avoid driving the

transmon to the thrid level. On one hand, it is desirable to have as short gate times as possible,

but on the other hand if the gate time is too short there will be leakage out of the qubit subspace.

A way around of this trade-off is a pulse shape proposed by Motzoi et al. in 2009 [36] called

Derivative Removal by Adiabatic Gate (DRAG).

2.5. Coherence Time

In general, the coherence of a qubit is characterized by the T1, T2 and T ∗2 times, occurring due

to weak coupling to the environment [37]. This coupling leads to quantum noise and further

to fluctuations in the qubit transition frequencies. The time a qubit in the excited state needs

to emit its energy and end up in the ground state is called relaxation time T1. Then, the time

until we have lost all information about the qubit phase is represented by the dephasing time T2,

which is also called transversal relaxation. The rate of the dephasing is is given by the relaxation

time of the qubit and a second term [37]

1

T2
=

1

2T1
+

1

τφ
, (2.27)
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where τφ is the pure dephasing time. The ensemble-average based dephasing time, called T ∗2 ,

is obtained by averaging over several measurements of an observable such as the excited state

probability after a sequence of two π/2 pulses, which is called Ramsey experiment. Typically

there are parameters that fluctuate on a time-scale slower than the repetition rate of the mea-

surements. Those fluctuating parameters cause decoherence in addition to the decoherence in

each single experiment. Therefore, the ensemble-averaged dephasing time is smaller or equal

to the T2 time: T ∗2 ≤ T2. Sources of low frequency or 1/f noise, which is a major reason of

limited coherence times, are fluctuations in the transparency of the Josephson junction, charge

fluctuations and magnetic-flux fluctuations. We will see later that these sources of noise cause a

lower limit to the errors of quantum gates. Hence, it is one of the main goals of current research

to increase coherence time of qubits by developing new designs.

2.6. Experimental Setup

The experiments for the current thesis were performed on a sapphire sample chip containing

four transmon qubits (Q1-Q4) made of aluminum which are dispersively coupled to coplanar

transmission line resonators (R1-R4) made of niobium, as shown in Figure 2.7. This sample

was also used for digital quantum simulations of spin models [38]. In this chip design, each

qubit has an individual microwave drive line (green) and flux line (blue). All resonators act as

quantum bus enabling two qubit gates (Chapter 4), whereas only resonator R1 and R4 are used

for readout and therefore possess an input and output port (red). By design, the resonators

have fixed resonance frequencies of 7.1 GHz to 9.1 GHz. The frequencies of the different qubits

can be varied by the flux through the SQUID loop according to Equation 2.17. With aid of a

bias magnetic field originating from three superconducting coils underneath the chip, the qubit

frequencies are held at parking positions between 4.8 GHz and 6 GHz. In Figure 2.8, the g ↔ e

and the e ↔ f transitions of all four qubits are presented. Due to the high sensitivity of the

transmon qubit towards magnetic field fluctuations, the coils are connected to isolated battery

sources producing a low-noise dc current.

In the interest of performing accurate single-qubit gates, it is crucial to achieve accurate con-

trol of amplitude, frequency and phase of microwave pulses on nanosecond timescales. This

is reached with an IQ-Mixer by modulation of a local oscillator (LO) signal from a phase

locked microwave generator. The LO signal is therefore split into two signals, one of which

is in-phase with the input signal and the other is shifted about −π/2. Then, the so called in-

phase I and shifted quadrature Q signals are multiplied by ac voltages I = A cos(ωIF t+ φ) and

Q = B cos(ωIF t + φQ + φ) respectively. Here, the I and Q voltage signals are produced by an

1.0 GS/s arbitrary waveform generator (AWG). With this quadrature upconvention method we

are able to accurately modulate the amplitude, frequency and the phase of the LO microwave
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Figure 2.7.: Design of the sample chip used in this thesis. Each of the four qubits

(Q1-Q4) has an individual qubit drive line (green) and a fluxline (blue) and is

capacitively connected to two of the four transmission line resonators (R1-R4). Input

and Output ports (red) of resonators R1 and R3 serve as readout line for all qubits.

Image taken from [38]
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Figure 2.8.: Shows the frequencies of qubits 1 to 4, where g ↔ e and e ↔ f

denotes the transition frequencies from the ground to the first excited state and

first to second excited state respectively. Due to possible mixer leakage, also local

oscillator (LO) and the other sideband (sb) frequency are important.
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2. Superconducting Quantum Circuits

signal. In the special case of single-sideband mixing, where the phase shift between the AWG

signals is φQ = ±π/2 and the amplitudes are equal A = B, the resulting microwave signal is

A cos(ωIF t+ φ) cos(ωLOt)∓A sin(ωIF t+ φ) sin(ωLO) = A cos ((ωLO ± ωIF )t+ φ) (2.28)

Hence, the local oscillator frequency is shifted by an intermediate frequency of ±ωIF according

to the sign of φQ. Thereby, the gate becomes less sensitive to mixer imperfections, which, in

the other case, would lead to leakage and unwanted qubit driving. However, due to imperfect

I and Q splitting and combining or different cable lengths between the AWG and the I and

Q port of the IQ-Mixer resulting in phase and amplitude imbalances of the final signal, also

leakage at the sideband frequencies is possible. By sweeping the phase φQ and amplitude B of

the Q quadrature signal, the values that minimize the power of the unwanted sideband can be

estimated. In the same manner, the leakage at the carrier frequency (LO), which is caused by

DC offset errors at the IQ ports, is minimized. There, the I and Q signal voltages are swept to

find the optimal combination. These calibration methods are especially important for two-qubit

gates, where leakage at the LO and cancelled sideband (sb) frequencies (Figure 2.8) have to be

taken into consideration.

As mentioned above, the resonator input and output lines are used for dispersive readout of

the qubit states. As soon as the AWG sends a measurement trigger to a microwave generator a

measurement tone tuned in resonance with the resonator is switched on, while the transmitted

signal at the output line is measured. Since there are only a few photons in the resonator on

average, the power of the transmitted signal is very weak and has to amplified by a factor of

more than 1010 to be detectable [39, Chpt. 4.3]. In a first step, this is done by a Josephson-

parametric amplifier [40, 41]. Then, the signal is downconverted to an intermediate frequency

of ωLO = 25 MHz (heterodyne detection) leading to I and Q quadrature signals. Both of these

signals are then digitized and further, digitally, downconverted by Field Programmable Gate

Array (FPGA) (digital homodyne). In the end, the qubit states are extracted from the resulting,

time-dependent I and Q quadratures. This process will be explained in detail in Section 4.3.

Due to the accumulated noise during the amplification the results are averaged 103 to 100× 103

times.

To achieve typical qubit lifetimes of 4 µs to 6 µs the system has to be well isolated against

environment noise. First of all, the chip is mounted to a baseplate of a 3He/4He dilution

refrigerator, cooled down to 20 mK to 30 mK to prevent thermal excitation. In order to protect

the qubits against thermal radiation caused by high-frequency electromagnetic fields (Johnson-

Nyquist noise), the incoming signals are attenuated at each temperature stage in the fridge.

Furthermore, there are two layers of a high-permeability nickel-iron alloy shields (CryopermTM)

around the sample, to shield it from external magnetic fields.
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A key requirement for scalable quantum computing is to have independent low-error gates.

Independent in the sense that the error of a gate does not depend on the initial state such

that the gate works equally well in every context. In our system, the major sources of noise or

error are interactions with the environment and imprecision in the classical control. To have a

comparable measure of the error of quantum gates, quantum information theory uses the gate

fidelity. It is based on the fidelity, which compares two quantum states with each other. Let

us now introduce a formal definition of gate fidelity Fg we use to characterize a quantum gate

described by an unitary evolution operator U . For pure states, it is an inner product of the

theoretically expected state φtheor and the experimentally measured state φmeas

Fg = |〈φtheor|φmeas〉| (3.1)

When we assume gate imperfections to be a separate quantum operation represented by a Kraus

superoperator (completely positive map) Λ(ρ) =
∑

k AkρA
∗
k, which we call noise operator, and

average over all possible input states we get the average gate fidelity defined as the expectation

value of all possible input states φ [42]

F̄g(Λ) = Eφ (Fg(U,Λ, φ)) =

∫
dφ 〈φ|U−1[Λ(U |φ〉 〈φ|U−1)]U |φ〉 (3.2)

Here, U does not introduce any loss in fidelity since it describes by definition the ideal gate

evolution. Since the resulting fidelity of a gate with zero error is 1, the fidelity takes on values

in between 0 and 1. Furthermore, the average gate fidelity is invariant of the initial state and

depends only on the noise operator. Rewriting Equation 3.2 yields [43]

F̄g(Λ) =

∑
k |Tr(Ak)|

2 + d

d2 + d
, (3.3)

where d is the dimension of the gate U . In other words, the fidelity of a gate can be estimated

by only knowing the Kraus operators of the noise operation. As mentioned, a reliable method

to exactly identify the imperfections of a gate is quantum process tomography. There, the

gate is applied to each state of a set of states spanning the Hilbert space and then measured

tomographically, leading to the probability to be in one of the possible output states. As a

result, QPT allows a complete reconstruction of the superoperator and accordingly its noise
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superoperator. Besides the disadvantage in scaling to a larger number of qubits, this method

also suffers from the dependence on state preparation and measurement since the initial states

and basis rotations are always the same.

In this chapter we will introduce a scalable method to measure the fidelity of single quantum

gates, whose estimated average gate fidelity is not influenced by SPAM errors. First, the general

concept behind randomization is explained in the following Section 3.1. Then, in Section 3.2 the

first realized randomized benchmarking protocol is discussed. After that we will have a look at

the Clifford method (Section 3.3), which is also used for two-qubit gates in Chapter 4. Finally,

the interleaved randomized benchmarking (Section 3.4) provides an expansion of the Clifford

method and allows to estimate the error of a specific gate in the Clifford group.

3.1. Randomized Noise Estimation

A method to bypass the problems of scalability and SPAM is given by randomized noise esti-

mation [42]. Here, the key idea is to measure the fidelity of the ”motion reversal” transforma-

tion UU−1 applied on a initial state represented by ρφ = |φ〉 〈φ|. The gate fidelity of such a gate

is, similarly to Equation 3.2, described by

Fg = Tr
[
ρφU

−1Λ(UρφU
−1)U

]
, (3.4)

with the difference that the error Λ now describes the error of both, the forward transformation

and the reversed transformation. In order to randomize the process, the gate fidelity is integrated

over the set of all unitary gates with dimension d instead of all possible input states.

EU (Fg) =

∫
U(d)

dUTr
[
ρφU

−1Λ(UρφU
−1)U

]
(3.5)

Note that due to

Eφ (Fg) =

∫
dφTr

[
ρφU

−1Λ(UρφU
−1)U

]
=

∫
dφTr

[
MρφM

−1U−1Λ(UMρφM
−1U−1)U

]
=

∫
dU ′ Tr

[
ρφ(U ′)−1Λ(U ′ρφ(U ′)−1)U ′

]
= EU (Fg),

(3.6)

where we have defined the new operator U ′ = UM , the expression Eq. 3.5 is equivalent to the

average gate fidelity F̄g(Λ). By writing Λ and U in the natural representation Λ̂ =
∑

k Ak ⊗A∗k
and Û = U ⊗ U∗, the U -averaged gate fidelity can be written as [42]

F̄g(Λ) = Tr

(
ρ

[∫
dUÛ Λ̂Û−1

]
ρ

)
= Tr

(
ρΛ̂aveρ

)
= Fg(Λ̂

ave) (3.7)
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In this sense, the average gate fidelity of an operator U is estimated by the gate fidelity of an

average error operator Λ̂ave =
∫

dUÛ Λ̂Û−1. Moreover, Λ̂ave is independent of the set U(d) [42].

Hence, it can be expressed as a simple depolarizing channel

Λ̂ave(ρ) = pρ+ (1− p) I
d

(3.8)

where p ∈ [0, 1] is a parameter indicating the strength of the depolarization. Inserting this

definition in Equation 3.7 yields

F̄g(Λ) = p+
(1− p)
d

(3.9)

Therefore, the average gate fidelity only depends on the parameter p, which can be interpreted

as intrinsic strength of the cumulative noise. As theoretically proposed by J. Emerson, R.

Alicki and K. Zycykowski in 2005 [42], this paramter can be estimated experimentally. They

suggested that p is the residual population of the intrinsic state after applying randomly chosen

self-inverting sequences of gates.

The idea of determining the average gate fidelity from the sequence fidelity of random self-

inverting sequences forms the fundamental concept of randomized benchmarking. In the next

section we will discuss the method used during the first experimental demonstration of single-

qubit RB on trapped atomic ion qubits by Knill et al. in 2008 [13].

3.2. Pauli Method

The Pauli method refers to the randomized benchmarking method introduced by Knill et al.

in 2008 [13]. In order to distinguish conveniently between other methods, we introduced the

name Pauli method. Beside slight differences in the practical realization, its core principles are

based on the randomized noise estimation idea from the previous section. The idea of applying

randomized self-inverting sequences of gates to an initial state and measuring the sequence

fidelity as a function of sequence length stays the same. But in contrast to before, the gates are

now taken from a subset of the single-qubit Clifford group C1 instead of the group containing all

unitary gates. The Clifford group, also called the normalizer of the Pauli group, is per definition

the group of operations that maps elements of the Pauli group P to itself under conjugation

CPC† ∈ P for C ∈ C and P ∈ P [44]. In this sense, when starting in the ground or excited

state of a qubit, Clifford rotations on the Bloch sphere always end up in an eigenstate of a Pauli

operator. Moreover, since the noise for Clifford gates is already depolarized the estimations

from Section 3.1 still hold [13]. This restriction simplifies the protocol remarkably, because all

single-qubit gates of the Clifford group C1, which are basically combinations of π and π/2 pulses

(see Appendix B), are simple to implement. Furthermore, to get an estimation of the error

of Clifford gates is of great interest, since typical fault-tolerant algorithms are very sensitive
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to errors of gates in this group. Finally, by only adding one additional single-qubit gate, for

example the π/8 gate, to the Clifford group the whole unitary group can be generated [14].

The sequences of gates used in this method consist of alternating computational gates Gi and

Pauli gates Pi in order to ensure the randomization of the measurement results. The group

of computational gates contains π/2 pulses around the x and y axis of the Bloch sphere given

by e±iσ
x,yπ/4, where σx and σy are the well-known Pauli-X and Pauli-Y operators (see Ap-

pendix A.1). From this group, NG different sequences of length L are generated randomly and

each of them is truncated into Nl pieces of length l1 < l2 < ... < lNl = L. As a result, one

obtains NG sequences for every length lk and a total of NGNl sequences. Yet, none of the

sequences, except maybe a few by accident, are self-inverting. Hence, a last pulse R from the

computational group is added at the end of every sequence (Figure 3.1), such that it brings the

state of the qubit to an eigenstate of the σz operator (|g〉 or |e〉). Hence, strictly speaking, the

sequences are not self-inverting as proposed in the randomized noise method. Therefore, the

theoretical outcome has to be considered when plotting the expected state population in the

end. As illustrated in Figure 3.1(b), the obtained sequences from Fig. 3.1(a) are randomized by

applying Pauli randomization pulses Pi in between every operator Gi and the final gate R, such

that each sequence starts and ends with a P pulse. This Pauli randomization group consists of

the identity gate given by e±i1π/2 and π pulses around the x, y and z axis given by e±iσ
x,y,zπ/2.

By interleaving every sequence with NP randomly generated sequences of Pauli randomization

gates, we ensure that the measurement result is uniformly distributed and that it is not biased

by any combination of computational gates. Such an unwanted combination is, for example,

three (π/2)x gates with an over-rotation error of 1/3 each, because this would be interpreted as

two perfect πx pulses. Theoretically, the sign of the π pulses does not matter, since it just leads

to different global phases, but due to gate imperfections this may affect the error of the sequence.

In total, a complete randomized benchmarking experiment counts NGNlNP sequences, in which

the longest sequences have a length of 2(L + 1) + 1 = 2L + 3 gates. Note, that the index l

refers to the number of computational gates in the sequence, since the pulses from the Pauli

randomization group are viewed as rotations of the Bloch sphere axes in order to randomize the

outcome.

The resulting probability of the incorrect measurement outcome, or error probability ε, of every

sequence is used to estimate the average gate fidelity of the computational gates. Yet, as we

will see in Section 3.3, it can be argued that the Pauli method not only depends on the errors of

the computational gates but characterises the average gate fidelity of pairs of one computational

gate and one Pauli gate. For every length l the NGNP fidelities between expected and measured

final state Fl = 1− εl are averaged and plotted as a function of l. Assuming that the errors are

independent and lead to a depolarized (completely mixed) state, every randomized computa-

tional gate A, consisting of a Pauli randomization gate and a computational gate (Figure 3.1),
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Figure 3.1.: Schematic sketch of how to obtain a randomized sequence for the

Pauli method. (a) Every randomly chosen sequence with computational gates is

truncated into different lengths lk. The theoretically calculated state after gates G1

to Glk is used to estimate the final gate R that rotates the state onto the z axis

in the Bloch sphere. (b) To reach a randomized outcome, the sequence from (a) is

interleaved with randomly generated sequences of Pauli randomization gates P1 to

Plk+2. Each of the randomized sequences is then applied to the ground state |g〉.
The Fidelity between the resulting state and the expected state is used to estimate

the average gate error ε̄.

can be given a probability pA of not being depolarized. Thus, the probability that the state

after a sequence of 2l+ 3 gates has not been depolarized is Π2l+3
j=0 pAj . Expressed in terms of pA

the probability to be in the correct state after a sequence, assuming random errors, takes the

form [13]

Fl = E

(
1

2

[
1−Π2l+3

j=0 pAj

])
=

1

2

[
1− E

(
Π2l+3
j=0 pAj

)]
=

1

2

[
1− E

(
pif p

l
)]

=
1

2

[
1− pif p

l
]
,

(3.10)

where p denotes the average probability of being not depolarized and pif is the probability that

the prepared state, the first Pauli pulse and the measurement are not depolarized. As a result,

it is expected that the fidelity decreases exponentially with the sequence length. Note that the

fidelity converges to 1/2 since the completely mixed state is with 50 % probability in one of the

two σz eigenstates when measured. Assuming that the average error is represented by a unitary

dephasing error as given in Eq. 3.8 with dephasing probability 1 − p, the average gate fidelity

is estimated by Equation 3.9. Hence, the average gate fidelity is solely derived from the base of

the exponential fit to the data.
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Figure 3.2.: Randomized benchmarking measurement with the Pauli method. The

fidelity of of every sequence is plotted as a function of sequence length (coloured

points). For every sequence length the sequence fidelities are averaged (black points).

An exponential curve defined in Eq. 3.10 with parameters pif and p is fitted to the

averaged data (red line). Information about the average gate fidelity or the average

gate error can then be extracted from the fitting parameter p.

This method of randomized benchmarking was first demonstrated on superconducting qubits by

Chow et al. in 2009 [12]. In our lab it was implemented by L. Steffen [45] and L.Ciorciaro [46].

With the standard values of NG = 4 randomly generated sequences truncated into Nl = 6

different lengths (8, 24, 40, 52, 60, 68) and randomized with NP = 8 different Pauli sequences, we

get an average gate fidelity of approximately 99.5 % for single-qubit gates. The resulting plot is

shown in Figure 3.2.

In this section we have discussed a possible method of estimating the average gate fidelity of

single-qubit gates. However, there are several drawbacks concerning the Pauli method. First of

all, a problem that also occurs in the randomized noise estimation is the assumption of gate-

independent errors. In reality also time and gate dependent errors have to be taken into account.

The derived estimation for an exponentially decaying fidelity only holds for independent errors

and it is therefore not clear if all errors behave similarly. Since, there are no conditions for a

reliable estimation of the error, it is unclear how the parameters have to be chosen to get an

accurate result. A simple, although unlikely example occurs when the error is gate-dependent

and is equal to the inverse of the gate. In this case the Pauli method will always lead to a

average gate fidelity of 100 % with no error, which is obviously not true. Moreover, the protocol

is limited to the single-qubit case and it is ambiguous how to expand it to the multi-qubit case.
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3.3. Clifford Method

In 2011, E. Magesan, J. M. Gambetta and J. Emerson [14,15] proposed a provably scalable and

expandable method for randomly estimating the average gate fidelity. In principle, this method,

which I will refer to as Clifford method, works like the two methods discussed before. After

preparing the qubit in the ground state a self-inverting sequence of Clifford gates is applied and

from the fidelity of the resulting states compared to the ground state the desired gate fidelity

is calculated. Its name arises from the restriction to the full Clifford group Cn and not just

a subgroup as in the Pauli method. Besides the several reasons for using the Clifford group

mentioned in the previous section, a protocol based on this group has the advantage that it

can be expanded to multi-qubit gates. In the single-qubit case, the cost of implementing a

randomized computational gate with the Pauli method is two pulses, since it consists of a Pauli

randomization pulse and a computational pulse (see Section 3.2). By expanding the group of

computational gates to the full Clifford group which has 1.875 pulses per gate (Appendix B),

we will not have to use longer pulse sequences.

3.3.1. Derivation of the Expected Fidelity Decay

Here we derive the formulas that describe the decay in sequence fidelity, which is later used as

a fit function for extracting the average gate fidelity. Similar to before, K sequences of length

m of randomly chosen Clifford gates C ∈ Cn are generated. To make the sequences equal to the

unity operator, a last uniquely determined gate Cm+1 is added, which is the inverse of the whole

sequence (see Figure 3.3(a)). Since all gates of the sequence belong to the Clifford group, this

last gate has also to be an element of the group. We define the gate and time dependent error

for every Clifford gate to be represented by the superoperators Λij ,j . With this definition of the

error operator each of the Km sequences is given by [14], [15]

Sim =©m+1
j=1

(
Λij ,j ◦ Cij

)
= Λim+1,m+1 ◦ Cim+1 ◦ Λim,m ◦ Cim ◦ ... ◦ Λi1,1 ◦ Ci1

(3.11)

where the index i = 1, 2, 3, ...,K indicates the sequence number and j = 1, 2, 3, ...,m + 1 the

position of a gate in a sequence with length m + 1. We define the new random gate D as

Dij = Cij+1 ◦ ... ◦ Ci1 , which is useful for the derivation of the expected decrease in sequence

fidelity. The superoperator D has the property that Cij = Dij ◦ D
†
ij−1

since Cij ◦ C
†
ij

= I.

Furthermore Dim+1 = I, because the full sequence is strictly self-inverting. Therefore, the

sequence can be rewritten as

Sim = Λim+1,m+1 ◦Dim+1 ◦D
†
im
◦ Λim,m ◦Dim ◦D

†
im−1

◦ ... ◦D†i1 ◦ Λi1,1 ◦Di1

= Λim+1,m+1 ◦©m
j=1

(
D†ij ◦ Λij ,j ◦Dij

) (3.12)
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Figure 3.3.: Sketch of the sequence constellation of the standard and interleaved

Clifford method. (a) In the standard randomized benchmarking protocol sequences

of gates from the Clifford group C1 to Cm (blue boxes) are randomly generated. With

an exactly determined final gate Cm+1 (red box), which is also part of the Clifford

group, the whole sequence is inverted. (b) In order to determine the fidelity of a

specific gate C, the randomly generated sequences of Clifford gates are interleaved

with the respective gate C (green box). Since this gate changes the behaviour of the

sequence the final gate Cm+1 is calculated after the interleaving process.

Note that up to now, we have only made the assumption that the error Λij ,j does not depend

on operations before Cij . Since we are interested in the average of all sequences, it is convenient

to introduce the average sequence operation

Sm =
1

Km

Km∑
im

Sim . (3.13)

In order to find the fitting model of the fidelity versus sequence length, we assume that the

errors Λij ,j only differ by a small amount δΛij ,j from the mean value Λ and use a pertubative

expansion method for

Λij ,j = Λ + δΛij ,j . (3.14)

Therefore, an approximation to zeroth order corresponds to gate and time independent errors,

whereas an approximation to first order considers the case where one gate in the sequence of m+1

gates is gate and time dependent or none of them. Every order of approximation till k = m+ 1

brings the calculated model closer to reality. In this sense, it is reasonable to write F̄g = F
(m+1)
g .

When starting in state |φ〉 the fidelity of a single sequence is given by Tr[Eφ Sim(ρφ)], where Eφ
is a POVM element. Hence, the averaged sequence fidelity to k-th order is described by [14], [15]

F (k)
seq (m,φ) = Tr

[(
m+1∑
k=0

S(k)
m

)
(ρφ)Eφ

]
(3.15)
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3.3. Clifford Method

If we assume to have gate and time independent errors Λij ,j = Λ, as in the Pauli method, each

of the independent elements
(
D†ij ◦ Λ ◦Dij

)
from Equation 3.12 corresponds to the average

error operation Λ̂ introduced in Eq. 3.7. Consequently, the average sequence operation given in

Eq. 3.13 reduces to [14], [15]

S(0)
m = Λ ◦ Λ̂ave ◦ ... ◦ Λ̂ave (3.16)

According to Equation 3.15 derived before the fit function of the average sequence fidelity is

then given by [14], [15]

F (0)
seq(m,φ) = Tr

[
S(0)
m (ρφ)Eφ

]
= Tr

[
Λ ◦ (Λ̂ave)◦m(ρφ)Eφ

]
= Tr

[
Λ

(
pρφ + (1− p) I

d

)◦m
Eφ

]
= Tr

[
Λ

(
ρφ −

I
d

)
Eφ

]
pm + Tr

[
Λ

(
I
d

)
Eφ

]
= A0 p

m + B0

(3.17)

where the two new defined constants A0 and B0 absorb the preparation and measurement errors.

Thus, gate and time-independent errors lead to an exponential decay of the fidelity, as already

proven in the Pauli method.

Much more interesting is the case where we add a gate and time-dependent error to the sequence

to first order. Due to the time dependence of the error there are m + 1 first order pertubation

terms that differ from each other by the position of the dependent gate. I will not conduct the

calculations for this case, since they are very long and time consuming. They are shown in detail

in Ref. [15]. The approach of a single time and gate dependent error leads to the fitting model

F (1)
seq(m,φ) = A1 p

m + B1 + C1 (m− 1)(q − p2) pm−2 (3.18)

Again the preparation and measurement errors are absorbed by the constants A1, B1 and C1.

In contrast to the zeroth order, the fit is not perfectly exponential anymore due to the term

C1 (m− 1)(q − p2) pm−2. In this way, q − p2 is a measure of the gate-dependence of the errors.

Additionally, if the error is time dependent the parameters A1(m), B1(m) and q(m) get a slight

dependence on m.

So far we know how the fidelity decreases for zeroth and first order in the pertubation expansion

of time and gate dependent errors, but is it necessary to calculate the behavior up to the (m+1)-

th order? With help of the (1→1)-norm the difference of the average sequence fidelity function

between k-th and (k + 1)-th order can be estimated [15]∣∣∣F (k+1)
g (m,φ)− F (k)

g (m,φ)
∣∣∣ ≤ ∑

jk>...>j1

γjk ...γj1 (3.19)

29



3. Single-Qubit Randomized Benchmarking

where j1 to jk are the positions of the time-dependent errors in the sequence and

γj =
1

|Cn|
∑
i

‖Λij ,j − Λ‖H1→1 (3.20)

is the time-dependent variation in the noise. In the event of time-independent errors the esti-

mation reduces to ∣∣∣F (k+1)
g (m,φ)− F (k)

g (m,φ)
∣∣∣ ≤ ( m+ 1

k

)
γk (3.21)

where

γ =
1

|Cn|
∑
i

‖Λi − Λ‖H1→1 (3.22)

From these two estimations we conclude that second order terms can be neglected if the variation

in the noise γ is much smaller than 1/(m + 1). However, for the sake of having enough data

points also m� 1 needs to be fulfilled.

The average gate fidelity is determined from p through Equation 3.9. If p is extracted from a

fit to F
(0)
seq (gate and time-independent errors) we call the resulting average gate fidelity F

(0)
ave,

otherwise we call it F
(1)
ave. This approach is still correct, since the average error of Clifford gates is

depolarizing and can be viewed as a depolarizing channel with depolarization probability 1− p.
Beside the characteristic average gate fidelity, there is another, often used value, the average

gate error εave = 1− Fave.

3.3.2. Experimental Results

In our lab, the Clifford randomized benchmarking method for single-qubit gates was first tested

with 20 randomly generated sequences, which were then truncated into lengths of 2, 3, 4, 6, 8,

11, 14, 18, 22, 27, 32, 38, 44, 51, 58, 66 and 70. The restriction in the length of the sequences

came from the set fixpoint at 4.1 µs in our measurement setup, which means that there is a 4.1 µs

duration reserved for applying the pulses that implement the sequence before the final state is

read out. From this usable duration one has to subtract the offset between the AWG channels

which is typically on the order of 500 ns. Each one of our calibrated and DRAG-corrected

single-qubit pulses has a length of 21 ns (see Section 2.4 for details on the single qubit pulses).

Therefore, the number of possible pulses is roughly 190. In the worst case, every element of

the randomly generated Clifford sequences contains 3 microwave pulses leading to a maximally

allowed number of 63 Clifford gates in each sequence. On average there are 1.875 physical pulses

per Clifford gate which allows sequence lengths of up to 101 gates. To be on the safe side, a

sequence length of 70 was chosen. The resulting fidelity curve of such a measurement is shown in

Figure 3.4(a). For this specific measurement the average gate fidelities were F
(0)
ave= 99.533(37) %

assuming gate-independent errors and F
(1)
ave = 99.898(449) % in the first approximation for gate
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(a) With sequences up to 70 Clifford gates and 20 data points for every length, the fitted parameter

p = 0.99066 assuming independent errors leads to an average gate fidelity of F
(0)
ave = 99.533(37) %,

whereas in the gate and time-dependent case p = 0.997953 gives a fidelity F
(1)
ave = 99.898(449) %

(see text for a derivation)
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(b) A more accurate estimation of the average gate fidelity is made for sequence lengths up to 150

and 30 randomly generated sequences. This yields to a fidelity of F
(0)
ave = 99.614(6) % in the gate

and time-independent and F
(1)
ave = 99.665(250) % in the dependent case

Figure 3.4.: Randomized benchmarking measurement for single-qubit Clifford gates

with the estimated sequence fidelity decay fits for gate and time-independent (green)

and gate and time-dependent (dashed, blue) through the mean (black) of all data

points (grey).
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3. Single-Qubit Randomized Benchmarking

and time-dependent errors. The errors are derived from the error propagation of the fit errors of

the parameter p. In general, the measured independent average gate fidelities fluctuated between

F
(0)
ave= 99.497(42) % to 99.871(381) %, even though all data points were averaged 18× 103 times.

These fluctuations may arise from the low number of 20 data points for each length and the

restrictions on the maximal length of the sequence discussed above.

In order to achieve longer sequences, the fixpoint of the setup had to be changed. By setting the

fixpoint to 10.1 µs sequences, up to 150 Clifford gates are possible. Furthermore, to get better

averaged fidelities for each length the number of randomly generated sequences was increased

to 30. With this number, the limits in the standard settings of the measurement setup are

reached, due to the finite memory of the FPGA. The maximal number of sample points for

the readout is 219. Thus, taking 850 sample points every 10 ns for each sequence, restricts the

maximal number of sequences to 219/850 ≈ 616. However, since the resulting fitting errors are

at the order of magnitude 10−3, there is no need to further increase the number randomized

sequences. Moreover, it is close to the commonly used number in research [13], [12] and [16].

The fidelity-sequence plot for 30 randomized sequences truncated to lengths of 2, 3, 5, 8, 12,

17, 23, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140 and 150 is shown in Figure 3.4(b).

Again, all measurements were averaged 18× 103 times. For this specific measurement average

gate fidelities of F
(0)
ave = 99.614(6) % (gate/time independent errors) and F

(1)
ave = 99.665(250) %

(first order gate/time dependent errors) were reached. Despite the improved parameters, small

fluctuations in the range of ±0.05 % were observable. After repeating the measurement 10 times,

where each time 30 new randomized sequences were generated, a mean average gate fidelity of

F
(0)
ave = 99.6465(277) % and F

(1)
ave = 99.6871(324) % in the dependent case was measured. The

small deviation of the estimated fidelity in the first-order correction of gate and time-dependent

errors, and the fact that both models can be accurately fitted to the data, shows that the

occurring errors are mostly due to a general, gate and time-independent gate error.

Since we now know that the errors are generally gate and time-dependent, it is an interesting

question how much of this error is due to dephasing. Assuming only dephasing errors, the error

probability saturates towards 100 % exponentially over time t by 1 − e−(t/T2) where T2 is the

dephasing time. Hence, the probability to end up in the ground state after a random sequence of

gates decreases with sequence length. Each Clifford gate has on average 1.875 single microwave

pulses, of which each has a length of 21 ns. The fidelity as a function of sequence length is then

given by

Fseq(m,T2) = e
− 1
T2

(m·1.875·21)
(3.23)

After a sequence with zero gates the fidelity is equal to one, thus the curve can be expressed

in the form pm with p = e−(1.875·21)/T2 . With Equation 3.9, this leads us to the average gate

fidelity. In Figure 3.5, the average gate fidelity is plotted as a function of dephasing time T2. The

plotted curve can be interpreted as maximal reachable gate fidelity in the presence of dephasing
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Figure 3.5.: The average gate fidelity and its dependency towards the dephasing

time T2, when the error is entirely caused by dephasing. It provides an upper limit

for measurable gate fidelities in the presence of dephasing errors.

errors, which increases for longer dephasing times. In the previous measurement (Figure 3.4(b)),

a dephasing time of 7.0847 µs was estimated providing a gate fidelity limit of 99.7229 %. Our

determined average gate fidelity of F
(0)
ave = 99.614(6) % is very close to this limit, which means

that the error of our gates is mainly caused by dephasing.

3.4. Interleaved Randomized Benchmarking

With the Clifford method discussed in the Section before (Sec. 3.3) we are able to determine the

average gate fidelity or the average gate error of Clifford gates on our device, but, we do not have

information about how single gates of the group perform. Since some of the Clifford gates are

composed out of three single-qubit pulses, it is assumable that these gates have a higher gate error

than others. A method to measure this single gate error was proposed and also demonstrated on

a transmon qubit system by Magesan et al. in 2012 [16]. The so called interleaved randomized

benchmarking is an expansion of the standard Clifford randomized benchmarking. It adopts

all advantages the Clifford method brings, such as scalability and the independence of SPAM

errors.
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3. Single-Qubit Randomized Benchmarking

The protocol of the interleaved randomized benchmarking consists of two parts, a standard

Clifford RB measurement (Section 3.3) and a second Clifford measurement with modified se-

quences. After extracting the p parameter from a standard RB, the sequences are reused and

interleaved with the gate of interest C, as shown in Figure 3.3(b). To get sequences that are

equal to the unity gate, the final gate Cm+1 has to be determined again. Like in the standard

case, the sequence fidelity is then determined as a function of sequence length, for which, and

this is important, the interleaved gate does not accumulate. In this sense, the gate length is

only given by the number of random gates and is not changed by the interleaving process. As a

consequence, every interleaved sequence has roughly twice as much gates in an sequence length

step, leading to a faster decreasing sequence fidelity. For the sake of avoiding any ambiguity,

the obtained p parameter of this fit function (Eq. 3.17 or Eq. 3.18) is written as pC̄ . With p

from the standard RB and pC̄ from the interleaved RB, an estimation of the gate error is given

by [16]

rC̄ =
(1− d)(1− pC̄

p )

d
(3.24)

To justify this approach conceptually, let us have a look on two different cases. First, assume

that the interleaved gate has no error. Then, the measured sequence fidelities lie exactly on the

ones from the standard measurement, since only the random gates contribute to the decrease of

fidelity. The parameters p and pC̄ are therefore equal, which leads to rC̄ = 0. Second, the error

of the interleaved gate is exactly the average gate error of the Clifford group. In this case, pC̄ is

equal to p2, because for every sequence length step there are two gates decreasing the sequence

fidelity. Putting this relation into Eq. 3.24 yields rC̄ = (d − 1)(1 − p)/d which is the average

gate error given by Eq. 3.9.

There is a simple method to test the robustness and the sensitivity of the interleaved randomized

benchmarking protocol [16]. An error ε in form of an over-rotation in the Bloch sphere is added

to a specific gate C. Then, the gate error of this gate and another unmodified gate is measured

for increasing over-rotation angles via interleaved RB. If the method works, the error of the

modified gate is expected to increase, whereas the error of an non-changed gate stays on the

same level. The implemented RB script in our lab was tested with an additional error on the

(π/2)x gate. In this case the over-rotation is represented by an additional gate

Λ(ε) = e−i
ε
2
σx (3.25)

In Figure 3.6 the results for additional over-rotation angles of roughly π/200, π/100, π/40, π/20

and π/10 are shown. For this measurement 30 randomly generated sequences were truncated

into lengths up to 44, in consideration that the actual number of Clifford gates in the longest

sequence is 88. As expected the error of the non perturbed gate is more or less constant, while

the error of the (π/2)x gate visibly increases up to 3.347× 10−2. To confirm that the results are

in agreement with the theoretical assumptions, the whole process was simulated with manually

34



3.4. Interleaved Randomized Benchmarking

Standard RB

Interleaved RB with ( π
2
)x

Interleaved RB with ( π
2
)y

0 π

200

π

100

π

40

π

20

π

10

0.

1.

2.

3.

4.

Over-rotation of (
π

2
)x Gate

E
rr
or

[1
0-
2
]

(a)
Standard RB

Interleaved RB with ( π
2
)x

Interleaved RB with ( π
2
)y

0 π

200

π

100

π

40

π

20

π

10

4.2

4.3

4.4

4.5

4.6

4.7

4.8

Over-rotation of (
π

2
)x Gate

E
rr
or

[1
0-
3
]

(b)

Figure 3.6.: (a) Testing the robustness and sensitivity of the RBClifford proto-

col for single-qubit gates by adding an additional over-rotation to the (π/2)x gate

(blue). In contrast to the unperturbed gate (π/2)y (green) the error of (π/2)x clearly

increases. Both error estimations are based on the average gate fidelity of a standard

randomized benchmarking measurement (red). The dashed lines represent the simu-

lated measurement assuming a dephasing probability of p = 0.99794 ·e−(1.875·21ns)/T2

for every gate. (b) The development of the simulated measurements zoomed-in.

added dephasing errors. The theoretical expected behaviour of the gate errors for increasing over-

rotation error (dashed lines) is shown in Fig. 3.6(a) and in more detail in Fig. 3.6(b). After each

gate in the sequence the resulting density matrix was dephased by applying a depolarization gate

described by Eq. 3.8 with depolarization probability p = 0.99794 · e−(1.875·21ns)/T2 (see Eq. 3.23).

In the simulation, a dephasing time of T2 ≈ 7µs was used, which was estimated before the

actual RB measurements. Beside the main error due to dephasing there are also other sources

causing errors, as discussed in Section 3.3. In order to get a reliable theoretical description of

the process, an additional, gate-independent error factor of 0.997 94 was introduced such that

the simulated average gate error of the standard RB protocol is consistent with the measured

value in the case where no additional over-rotation is applied. Although there is an additional

offset, the shape of the theoretical fit is in good agreement with the measured curves. This

offset probably results from additional, in the simulation not considered, errors of the (π/2)x

and (π/2)y gate. However, it is conspicuous that both gates have a bigger error than the average

gate error from the standard RB measurement. Since these gates are one of the simplest in the

single-qubit Clifford group, the error should lie below the average. Unfortunately, solving this

open question was not possible within the time frame of the present thesis. Nevertheless, to get

comparable error estimations of different single Clifford gates, we interleave a set of randomized

sequences with every element of the group resulting in 24 interleaved RBClifford measurements.

35



3. Single-Qubit Randomized Benchmarking

5 10 15 20
0

2

4

6

8

10

Interleaved Gate Number

E
rr
or

[1
0-
3
]

(a)

5 10 15 20
0

2

4

6

8

10

Interleaved Gate Number

E
rr
or

[1
0-
3
]

(b)

Figure 3.7.: (a) Average gate errors of all gates in the Clifford group estimated

with interleaved randomized benchmarking (red). All errors where determined from

the average gate error of a single standard RB measurement (blue). (b) By changing

the estimated average gate error of the standard measurement to about 0.98× 10−3,

all specific gate errors get slightly shifted such that the average is close to the line

of the error from the standard randomized benchmarking

The first set of measurements was with 30 randomized sequences with lengths up to 35 Clifford

gates. This maximal length was chosen, because four of the single Clifford gates are composed

from three microwave pulses and a interleaved sequence with one of those gates had to fit in

the operation time window. Results from this measurement are shown in Figure 3.7(a). Clearly

visible, almost all specific gate errors are above the blue line representing the estimated error of

the standard measurement. A possible explanation is given by the determination of the specific

gate error (Equation 3.24). Then, according to this equation, the gate error is strongly dependent

on the parameter p from the standard measurement. Since we had fluctuations in the average

gate fidelity of roughly 0.1 %, the specific gate errors might fluctuate even stronger. Assuming

only an average gate fidelity of 99.5 % instead of the measured 99.598(47) %, the error line lies

closer to the average gate error of all specific gates (Figure 3.7(b)). Despite this error distribution

problem, there are still unexplained high errors for single pulse Clifford gates compared to

gates based on multiple pulses. Therefore, the fixpoint was again increased to 10.1 µs and the

sequences expanded to a maximum sequence length of 84 Clifford gates. Additionally, between

each measurement, the qubit transition frequency was rebiased to the parking position. This

is necessary, in order to create the same circumstances for every measurement as during the

calibration of the single-qubit pulses. The resulting measurements are shown in Figure 3.8 and

Figure 3.9. In the first figure, the fitted curves for all measurements are plotted. At the first

sight, all interleaved measurements lie close together, which also reveals itself in the closely

distributed estimated gate errors of the second figure. A closer look shows that four of the fits

are separated by a small gap from the others. As indicated in the figure, these correspond to
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Figure 3.8.: Fitted curves (Fseq(m) = A0p
m + B0) for 24 interleaved randomized

benchmarking measurements, one for every gate in the single Clifford group. The

reference measurement (blue) lies clearly above the fidelity fits of the interleaved

sequences (gray), of which the ones interleaved with simpler gates such as I, πx or

(π/2)x are closer to the reference curve than more complex ones.

the four Clifford gates consisting of three microwave pulses. Hence, their errors are also higher

compared to the other gates in the single-qubit Clifford group. Moreover, gates with just one

pulse or less such as the identity operation or the πx pulse, lie, as expected, below the average

gate error. However, since the −(π/2)x and (π/2)x, or the −(π/2)y and (π/2)y, rotations only

differ by a phase shift in the microwave drive pulse, their gate error is expected to be similar.

In a second set of measurements, which took about 10 hours, all errors were estimated again,

based on 30 new random sequences, where the order of measurements was reversed such that

the interleaved RB measurement with the last gate of the Clifford group was conducted first.

The results are shown in Figure 3.10. In contrast to the first set of measurements, all errors

are now distributed over a wider range. Moreover, the −(π/2)x and −(π/2)y rotations have

the highest error in comparison to the first set of measurements, where they had the smallest

error relative to other Clifford group elements. Altogether, all errors are distributed in another

fashion. The reasons for this different behavior might lie in fluctuations of the qubit transition

frequency, although the qubit transition frequency was set back to the value during calibration

after each single measurement. Thus, also systematic errors have to be taken into consideration.
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Figure 3.9.: Errors of single-qubit Clifford gates. In the first set of measurements an

average gate error of ε
(0)
ave= 4.25(12)× 10−3 was estimated (blue line). As expected,

Clifford gates composed out of three single pulses have an error higher than the

single pulses themselves. Nevertheless, also a theoretically unexplained difference

between ±(π/2)x or ±(π/2)y is observable.
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Figure 3.10.: The resulting errors of the single-qubit Clifford group from the second

set of measurements are distributed in a different manner than the ones from the

first set. Here, especially the −(π/2)x and −(π/2)y gates, whose errors are now

unexpected high compared to other errors, achieved a completely different placement

among other Clifford gates. The average gate error (blue) was ε
(0)
ave= 3.79(17)× 10−3
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4. Two-Qubit Gates and their Errors

In the interest of performing complex quantum algorithms such as the Shor’s algorithms or Lov

Grover’s search algorithm mentioned in the introduction, the ability to conduct two-qubit gates

is a necessary requirement. It is also of great importance that the two-qubit gates are scalable

and have low error rates. The goal is to have well calibrated gate blocks, which lead to the

same result under any circumstances and do not depend on gates before or after each individual

gate. Therefore, QPT is an inefficient tool to characterize the gate errors. By expanding the

randomized benchmarking protocol discussed in the previous chapter, we have a scalable method

to estimate two-qubit gate fidelities without dependence on SPAM errors.

In the first Section 4.1, we will show how two-qubit gates are realized on superconducting circuits

and what kind of possibilities we have. Second, the Clifford group C2 is introduced in order to

expand the randomized benchmarking to two qubits (Sec. 4.2). Before we then come to the

actual implementation of the two-qubit controlled-phase gate (Sec. 4.4) and the iswap gate

(Sec. 4.5) and their errors, the concept of multiplexed and partially tomographic readout is

discussed (Sec. 4.3).

4.1. Coupling Superconducting Qubits

Performing two-qubit gates requires an exchange of information between two qubits. For su-

perconducting circuits this is reached by coupling the qubits to a quantum bus that allows an

energy exchange between them. As we have seen for the dispersive readout, a qubit can be

dispersively coupled to a transmission line resonator. It is reasonable to use this coupling to

perform gates between two qubits by connecting both to the same resonator. That way, there

are two main methods to realize two-qubit gates on transmon qubits. First, by using sideband

transitions the qubits are allowed to exchange a single photon through the resonator. Second,

by tuning qubits into resonance with each other they can exchange a virtual photon. The first

one will be briefly discussed in this section followed by a more detailed discussion of the second

method, since it is the method that was used to perform two-qubit gates throughout this thesis.

Exchanging quantum information via sideband transitions in circuit QED was first demonstrated

experimentally on a flux qubit coupled to a harmonic LC oscillator resonator by Chiorescu et

39



4. Two-Qubit Gates and their Errors

al. in 2004 [47]. Then it was demonstrated on a CPB qubit coupled to a coplanar waveguide

resonator by Wallraff et al. in 2007 [48]. The main idea is to drive the qubit and resonator system

at once to reach either simultaneous excitation of qubit and resonator, called blue sideband, or an

exchange of energy between qubit and resonator (red sideband). But, since we are working in the

dispersive regime, where the qubits are far detuned from the resonator, such direct transitions

are suppressed. However, it is allowed to drive the resonator and the qubit individually with

a photon each. Both photons carry the same energy, which is in total equal to the desired

sideband transition energy. By applying a pulse first on the red sideband between the first

qubit and the resonator followed by a pulse on the sideband between the second qubit and

the resonator, it is possible to successfully transmit a photon between two qubits, given a long

enough photon lifetime. Unfortunately, a system with such a high Q factor resonator would

yield bad readout results, because readout requires relatively short photon lifetimes [49]. Hence,

a resonator with different Q factors on different modes is necessary to perform accurate state

transitions [39, Chpt. 6.1]. This method brings a few advantages, but also some drawbacks.

On one side, the qubits do not need to be tuned out of their parking positions, which are

chosen to be optimal in the sense of offering maximal coherence. Also, since there is no need

for flux pulses, the qubits are more stable. On the other side, because the two-qubit gates are

just controlled by microwave pulses, strong qubit drives are essential. Moreover, in view of the

limited operational time due to decoherence, the time required to achieve high-fidelity gates is

too long [39, Chpt. 6.1].

Another, much faster, method to implement two-qubit gates is to use magnetic flux pulses. Due

to the superconducting loop in the transmon circuit design we are able to tune the transition

frequencies of the qubits with the magnetic flux through the loop according to Equation 2.17.

Two-qubit gates are then performed by tuning different qubit transition frequencies to a common

frequency such that the qubits can exchange virtual photons through the dispersively coupled

resonator. To get a mathematical description of this so called dispersive J-coupling, consider the

Jaynes-Cummings Hamiltonian Eq. 2.21 for the two qubits A and B,

ĤTC = ~
ωA
2
σzA + ~

ωB
2
σzB + ~ωrâ†â+ ~gA

(
âσ+

A + â†σ−A

)
+ ~gB

(
âσ+

B + â†σ−B

)
, (4.1)

which is often referred to as the Tavis-Cummings Hamiltonian. Since the qubits are not directly

coupled to each other, there is no qubit-qubit term, solely the coupling term to the resonator of

each qubit. Using eŜĤe
−Ŝ

with Ŝ = gA/∆A(â†σ−A−âσ
+
A)+gB/∆B(â†σ−B−âσ

+
B), the Hamiltonian

is moved into the dispersive regime where ∆A � gA and ∆B � gB. Assuming that the resonator

is in the vacuum state and expanding this term up to second order in the small parameter gi/∆i,

eliminates all direct excitations between qubit and resonator and yields [35]

ĤTC,disp = ~
ω̃A
2
σzA + ~

ω̃B
2
σzB + ~ωrâ†â+ J

(
σ+
Aσ
−
B + σ−Aσ

+
B

)
(4.2)
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where ω̃i = ωi +χi is the shifted qubit transition frequency and J = gAgB(∆A + ∆B)/(2∆A∆B)

the J-coupling strength. In a regime where both qubits are far detuned from each other

|ωA − ωB| � J the coupling term is not energy conserving. This allows us to turn the inter-

action on and off by moving in and out of resonance on a nanosecond timescale. Furthermore,

using virtual instead of real photons for the coupling results in smaller errors due to avoided

cavity-induced losses [50].

With the dispersive J-coupling we are able to implement different two-qubit gates such as the

controlled phase gate ( cphase) and the iswap gate (Appendix A.2), whose implementations

will be explained in more detail in Section 4.4.1 and 4.5.1. Combining cphase, iswap and

single-qubit gates in different ways leads to other useful two-qubit gates like the controlled

NOT gate ( cnot) or the swap gate (Appendix A.2). In order to estimate the gate errors of

those gates, the randomized benchmarking protocol from Section 3.3 has to be expanded to

the Clifford group C2, which contains the cnot, iswap and swap gate. In 2013 the two-qubit

randomized benchmarking was demonstrated on transmon qubits by Córcoles et al. [51], where

they have used cross-resonance two-qubit interactions to implement all other two-qubit gates.

The same approach was also chosen by Barends et al. in 2014 [52] to implement a randomized

benchmarking with the cphase gate on Xmon qubits. In this thesis we will focus on the

two-qubit randomized benchmarking using the cphase and the iswap gate realized with fast

magnetic flux pulses.

4.2. The Clifford group C2

Compared to the single-qubit Clifford group C1 with 24 elements, the two-qubit Clifford group

C2 contains a larger number of exactly 11 520 elements [51, Suppl.] [52, Suppl.]. For the sake

of simplicity, the group is therefore divided into four classes. The single-qubit class shown in

Figure 4.1(a) is built only out of elements of the single-qubit Clifford group C1 applied on qubit

A and B separately. Thus, this class has 242 = 576 elements. Second, the cnot-like class is

created with help of the group S1 = I,RS , R
2
S where RS is the Pauli transfer matrix of the

operator S = exp[−i(X + Y + Z)π/
√

33] [51, Suppl.]. By implementing these three gates with

the single-qubit identity operator and π/2 pulses around the x and y axis of the Bloch sphere,

I → I

RS →
(π

2

)
Y
,
(π

2

)
X

R2
S → −

(π
2

)
X
, −
(π

2

)
Y
,

(4.3)

it is clearly visible that this group simply rotates all three axes of the Bloch sphere. The cnot-

like class is then given by a combination of the single-qubit class, a cnot gate and the group
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4. Two-Qubit Gates and their Errors

Figure 4.1.: The different classes of the second Clifford group C2. (a) single-qubit

class. (b) cnot-like class. (c) iswap-like class. (d) swap-like class.

S1 applied on both qubits (Figure 4.1(b)). With all possible combinations this class counts

242 · 32 = 5184 elements. The third class is the iswap-like class and it is in principle just

the cnot-like class with an iswap gate instead of a cnot gate (Figure 4.1(c)). Hence, it also

contains 5184 elements. Last, the swap-like class has 242 = 576 elements. It is a combination

of the single-qubit class with a swap gate (Figure 4.1(d)).

As we have seen, the basic two-qubit gates of C2 are the cnot, the iswap and the swap gate.

There are many ways how to realize these gates. Either direct or out of a combination of

single-qubit pulses and physically realizable two-qubit gates. In the end, it is desirable to have

a low average gate number per Clifford gate. Then in such a case, the gate fidelity will also be

lower, since every additional gate degrades the overall gate error. In this sense, it is also obvious

that the expected average gate fidelity of two-qubit gates is lower than the average gate fidelity

of single-qubit gates. Choosing our generating set, for example, to be the cphase gate and

the single-qubit gates from the group {I,±(π/2)X ,±(π/2)Y ,±πX ,±πY }, the cnot, iswap and

swap gates are constructed from 1, 2 and 3 cphase gates respectively, resulting in an average

number of 1.5 cphase gates per Clifford gate.

Before we now further discuss the cphase and iswap gate and randomized benchmarking with

them, the concept of multiplexed and tomographic readout has to be understood. These methods

are necessary to properly estimate the fidelity of sequences with two-qubit gates, as we will see

in the next section.

4.3. Multiplexed and Partially Tomographic Readout

A non-demolition readout of qubit states is possible due to the dispersive shift of the resonator

frequency, as we have seen earlier. In case of two or multiple qubits the resonator is shifted

depending on the state of each qubit i by a frequency difference ±χi allowing multiqubit read-
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Figure 4.2.: (a) Quadrature of the resonator response measured in transmission

when one qubit is prepared in the ground (green dots) and excited (blue dots) states

for a measurement tone switched on at t =1 ns for 15 µs. (b) As in panel (a) but

when preparing all computational two-qubit states |gg〉 , |ge〉 , |eg〉 and |ee〉.

out [50]. In this thesis we will focus on two qubits and a resonator frequency of ωr − χA − χB,

which corresponds to a state where both qubits are in the ground state. After all operations on

the qubits are finished and the qubits are ready for readout, a measurement tone with this fre-

quency is switched on. According to the general measurement process explained in Section 2.6,

the transmitted signal is decomposed in time-dependent in-phase I and quadrature Q compo-

nents, where the phase is chosen such that the Q quadrature carries most of the signal. Because

both quadratures depend non-linearly on the dispersive shift operator χ̂ = χσ̂z, they behave

differently over time for qubits in the ground or excited state [39, Chpt. 3.2]. In Figure 4.2,

typical measurement resonator responses for single-qubit (a) and a two-qubit (b) readout are

shown. For each trace, the qubits were prepared in another combination of ground and excited

state leading to |g〉 and |e〉 state traces and |gg〉 , |ge〉 , |eg〉 and |ee〉 traces in the two-qubit case.

When the qubits are in the ground state and the system is on resonance with the measurement

tone, an instant exponential rise of the transmitted Q quadrature is observable. In the other

case, when the qubits are in the excited states, the resonator is driven off-resonantly resulting

in a damped signal. Over time, this signal convergences towards the ground state signal due

to relaxation. Note that the smooth shape of the trace is obtained by averaging over 18× 103

measurements. A single measurement usually contains abrupt jumps, since the qubit states

relax by spontaneous emission [53].

Theoretically, the measurement process is represented by the two measurement operators M̂I

and M̂Q by

I(t), Q(t) = 〈M̂I,Q〉 = Tr[ρM̂I,Q] (4.4)

where ρ is the prepared qubit state. Both operators can be predicted by the Lindblad master

equation, which describes the dynamics of the qubit-resonator system under consideration of
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4. Two-Qubit Gates and their Errors

dissipation and dephasing [54]. For simplicity, we focus on the Q quadrature term in further

calculations, since, in our convention, it does contain more information than the I quadrature.

By reason of the non-demolition property of the dispersive readout, these two operators are

diagonal:

M̂ = αgg |gg〉 〈g|+ αge |ge〉 〈ge|+ αeg |eg〉 〈eg|+ αee |ee〉 〈ee| , (4.5)

with αij denoting the state-dependent quadrature amplitudes. They are estimated by adding

four calibration sequences, prepearing the states |gg〉 , |ge〉 , |eg〉 , |ee〉, after each measurement.

The parameter α is replaced with the difference of the response for the qubit state |ij〉 〈ij| to

the ground state response integrated from t = 0 to the final time T [55]

αij =
1

N

∫ T

0

(
Tr
[
|ij〉 〈ij| M̂

]
− Tr

[
|gg〉 〈gg| M̂

])
dt (4.6)

Furthermore, if the normalization constant is chosen such that αee = 1, the efficient measurement

operator is represented by

M̂ =


0 0 0 0

0 αge 0 0

0 0 αeg 0

0 0 0 1

 (4.7)

In this convention, a measurement of a state ρ yields

〈M̂〉 = Tr[ρM̂ ] = αge 〈ge| ρ |ge〉+ αeg 〈eg| ρ |eg〉+ 〈ee| ρ |ee〉 (4.8)

where 〈ij| ρ |ij〉 is the probability that the system described by ρ is in the |ij〉 state. Considering

only one qubit, the measurement operator reduces to a projective measurement of whether the

qubit is in the excited state described by the operator M̂ = |e〉 〈e|. Hence, it directly returns the

probability of being in the excited state. After applying single-qubit randomized benchmarking

sequences to a qubit initially prepared in the ground state, the probability of being in the ground

state is then easily estimated by one minus the probability to be in the excited state. As we

can see from Equation 4.8, estimating the probability of returning to the ground state for the

two-qubit case is not trivial.

A method to estimate the ground state population of a two-qubit state is to perform a partial

tomography measurement. It is based on the principle that every quantum state can be written

as a linear combination of a complete set of basis states. Because every two-qubit quantum state

can be expressed by a complex 4 × 4 positive semidefinite and hermitian density matrix with

trace one, there are at least 16 linear independent basis states. Thus, a complete tomography

measurement rotates the state before measurement into 16 different states to estimate every

coefficient of the linear combination leading to the exact description of the state. In our case,

we are only interested in the diagonal states |gg〉 , |ge〉 , |eg〉 and |ee〉 of the unknown state. By
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4.4. CPHASE Gate

choosing {1 ⊗ 1, 1 ⊗ σx, σx ⊗ 1, σx ⊗ σx} as a set of rotations and measuring the state after

each rotation results in four equations with four unknown parameters

〈M̂1⊗1〉 = αgg 〈gg| ρ |gg〉+ αge 〈ge| ρ |ge〉+ αeg 〈eg| ρ |eg〉+ αee 〈ee| ρ |ee〉

〈M̂1⊗σx〉 = αge 〈gg| ρ |gg〉+ αgg 〈ge| ρ |ge〉+ αee 〈eg| ρ |eg〉+ αeg 〈ee| ρ |ee〉

〈M̂σx⊗1〉 = αeg 〈gg| ρ |gg〉+ αee 〈ge| ρ |ge〉+ αgg 〈eg| ρ |eg〉+ αge 〈ee| ρ |ee〉

〈M̂σx⊗σx〉 = αee 〈gg| ρ |gg〉+ αeg 〈ge| ρ |ge〉+ αge 〈eg| ρ |eg〉+ αgg 〈ee| ρ |ee〉

(4.9)

Here, instead of the unknown state we rotated the measurement operator according to

Tr[UρU †M̂ ] = Tr[ρU †M̂U ] = 〈M̂U 〉 (4.10)

Solving for all diagonal elements of the unknown density operator, the desired ground state

population 〈gg| ρ |gg〉 is extracted. A more detailed discussion of two-qubit state tomography

based on joint dispersive readout can be found in Ref. [55].

4.4. CPHASE Gate

One of the main purposes of this thesis is to deliver a tool to estimate the error of the cphase

gate implemented by using fast magnetic flux pulses. Before we start discussing randomized

benchmarking with the cphase gate (Section 4.4.4), it is important to understand the realization

of the gate itself. In this sense, we will first explain how the previous discussed J coupling is used

to create a cphase gate (Section 4.4.1). Additionally, before starting error estimations of a gate,

one has to deal with its proper calibration (Section 4.4.2 and 4.4.3). Otherwise, the outcome

of a randomized benchmarking experiment (Sec. 4.4.4) would lead to no reliable approximation

of the real error. Finally, Section 4.4.5 presents the interleaved randomized benchmarking with

the cphase gate.

4.4.1. Coupling to Second Excited State

The previously derived Tavis-Cummings Hamiltonain in the dispersive limit given by Eq. 4.2 is

restricted to a two level system. This makes perfect sense, since our computational qubit space

has also just two levels. Yet, it is still a physical system and other levels may be considered as

well in order to achieve more complex quantum gates. This is exactly the case for the cphase

gate that was theoretically proposed by Strauch et al. in 2003 [56]. Considering an energy level
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|f〉 outside the computational basis of |g〉 and |e〉, the coupling term in Eq. 4.2 expands to

Jgg(|g〉 〈e|A |e〉 〈g|B + |e〉 〈g|A |g〉 〈e|B)

+Jge(|g〉 〈e|A |f〉 〈e|B + |e〉 〈g|A |e〉 〈f |B)

+Jeg(|e〉 〈f |A |e〉 〈g|B + |f〉 〈e|A |g〉 〈e|B)

+Jee(|e〉 〈f |A |f〉 〈e|B + |f〉 〈e|A |e〉 〈f |B)

(4.11)

where the first line corresponds to the coupling in the two-level case. What is now visible in this

representation, the two terms with coupling strengths Jge and Jeg allow a coupling of the |ee〉
state to the |gf〉 or |fg〉 states. Assuming that the system is well isolated from environment,

this transition is only possible when the g ↔ e transition frequency of one qubit is equal to the

e↔ f transition frequency of the other qubit. In that case, the gained energy quantum from the

e↔ g transition is absorbed by the second qubit to transfer to the |f〉 state. Due to the second

terms of the coupling Jge and Jeg in Eq. 4.11, the coupling is symmetric. Hence, we can focus

on one case and all results will also apply vice versa. Sweeping the g ↔ e transition frequency

of an excited qubit A to the e↔ f frequency of an excited qubit B, reveals an avoided crossing

between the states [57]. At this point, the degeneracy is shifted by a frequency proportional to

the Jge coupling strength. As soon as the states are tuned to the same frequency, the system

starts to oscillate between those states according to [56]

|Φ(t)〉 = e−itH |Φ〉 = cos(Jget) |ee〉+ i sin(Jget) |fg〉 (4.12)

After a time of t = π/Jge the system returns back to the |ee〉 state with an additional phase π.

Due to this process, the |ee〉 state is multiplied with a factor of −1, where, at the same time, all

other states are left unchanged. This corresponds to the cphase gate

Ucphase =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

 . (4.13)

In practice, there are a few additional points one has to consider. Once, a qubit is tuned out of

its rotating reference frame, its frequency has changed. When the qubit is then tuned back, the

rotation of the qubit is phase-shifted compared to the initial rotating reference frame. However,

this phase shift is only collected by a qubit in the excited state. Therefore, the process is

described by the phase gate operator

Rφ =

(
1 0

0 eiφ

)
(4.14)

where the phase shift φ is given by the integrated detuning in frequency space over time φ =∫
∆ω(t) dt. Even in the case when the g ↔ e and e↔ f transition frequencies of the two qubits
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differ from each other, the time-dependent qubit frequency ω(t) is influenced by the frequency

shift from the avoided crossing. Denoting this frequency shift by ζ, the actual introduced phase

is given by φ = φA −
∫
ζ(t) dt, where φA is the phase created by the detuning assuming no

avoided crossing. Additionally, due to flux crosstalk, a detuning of one qubit causes a small

detuning on the second qubit, represented by φB. Taking all considerations together, the actual

cphase operator between qubit A and B is given by [57]

Ucphase, eff =


1 0 0 0

0 eiφB 0 0

0 0 eiφA 0

0 0 0 eiφAB

 (4.15)

where φAB = φA + φB −
∫
ζ(t) dt. The cphase gate Eq. 4.13 is achieved by a qubit detuning

such that
∫
ζ(t) dt = (2n+ 1)π and φA, φB = 2πn. It therefore plays an important role, how the

qubit detuning or the amplitude of the flux pulse proceeds over time. To accomplish a cphase

gate with a high fidelity, the optimal shape of the flux pulse has to be approximated by several

calibration measurements.

4.4.2. Interaction Position and Timing

A first step in finding the optimal flux pulse shape for the cphase gate, is to estimate the

right amplitude and duration of the pulse. The so called interaction amplitude of the flux pulse

corresponds to the voltage that the AWG applies to the magnetic flux line of qubit A which

detunes the g ↔ e transition frequency to the e ↔ f transition frequency of another qubit B.

The interaction length is the time the pulse stays at the interaction amplitude before it decreases

again. Theoretically, this corresponds to a time t = π/Jge, as mentioned in Section 4.4.1.

The rough approximation of the optimal combination of interaction amplitude and length is

estimated with a simple calibration measurement (Fig. 4.3). By applying a πx microwave pulse

on each qubit, the system is excited to the |ee〉 state. With a subsequent squared flux pulse of

varying amplitude and length an oscillation between the excited qubit state and the |gf〉 state

is produced. Afterwards, another πx ⊗ πx gate is applied on the qubits. If a flux pulse with the

correct amplitude and length is chosen, the qubits will end up, as expected from the cphase,

in the ground state
1

0

0

0

 πx⊗πx−−−−→


0

0

0

−1

 Ucphase,eff−−−−−−−→


0

0

0

−eiφAB

 πx⊗πx−−−−→


eiφAB

0

0

0

 (4.16)
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Figure 4.3.: (a) A cphase gate is implemented by tuning the ωAg↔e transition

frequency of qubit A to the ωBe↔f frequency of qubit B, where A picks up a phase

φA. By applying a pulse scheme, consisting of a πx ⊗ πx gate before and after the

flux pulse, on the ground state |gg〉, different populations are expected for varying

amplitude and length of the flux pulse. (b) Here, the closeness of the measured

resonator response to the ground |gg〉 = 0 and excited state |ee〉 = 1 response is

shown (see text). An ideal combination in the sense of achieving a cphase gate

leads back to the |gg〉 state. The used combination is indicated by a red point.

The more the amplitude and length of the pulse deviate from the optimal values, the more of

the qubit population will be lost in the |gf〉 state. A typical outcome of such a calibration

measurement is shown in Figure 4.3(a), where the flux pulse amplitude and length applied on

qubit 1 were swept from 0.46 V to 0.55 V and 0 ns to 280 ns respectively, in order to achieve

a cphase gate between qubits 1 and 2. To distinguish between the |gg〉 and |ee〉 states, we

take the difference between each observed readout trace 〈M(t)〉 and the reference readout trace

when the qubits are in the ground state 〈Mgg(t)〉 and compute the normalized inner product

with the difference 〈Mee(t)−Mgg(t)〉 between the reference responses for the |ee〉 and |gg〉 states

respectively. In this measure, a value of one corresponds to a qubit population in the excited

state |ee〉. One speaks of the resulting landscape as Chevron pattern. In the Chevron pattern

obtained in our lab Fig. 4.3(b) the optimal point for the cphase lies in the second ”valley”

from the right, indicated by the red point. The restriction to the second ”valley” is in no way

arbitrary. To achieve an additional phase factor of −1 the qubit population has to be moved to

the |gf〉 state and back, which excludes the first ”valley”. Hence, in the interest of possessing

as short gates as possible, the optimal values lie in the second ”valley”. However, this method

only delivers a rough guess of the interaction amplitude and length, since it does not provide a

calibration of the phase φAB.
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Figure 4.4.: (a) Pulse scheme for the RelPhase calibration, where we apply a (π/2)x

pulse before and a phase shifted (π/2)∆φ pulse after a cphase flux pulse, similar to

Fig. 4.3(a), on qubit A. At the same time qubit B is either left in the ground state

(unity 1)(blue box) or brought to the excited state with a πx pulse (red box). (b)

Resulting oscillations between the |gg〉 and |eg〉 state for increasing phase difference

∆φ with a phase shift dependent on whether qubit B is in the excited state (red) or

not (blue). If the optimal flux amplitude and length for a cphase is reached, the

relative phase shift is π/2. In this measurement the relative phase offset was 0.55◦.

A more accurate estimation of the interaction amplitude and length is offered by the relative

phase (RelPhase) measurement (Fig. 4.4). In contrast to the Chevron pattern measurement,

the Relphase protocol also takes the phase φAB into account. It is a Ramsey-type measurement,

consisting of two parts. In the first part the gate (π/2)x ⊗ 1 is applied before the cphase pulse

and the (π/2)∆φ ⊗ 1 gate afterwards, where the second π/2 pulse on qubit A is shifted by a

phase ∆φ compared to the first (Fig. 4.4(a)). Since during this pulse sequence, qubit B is always

in the ground state, no conditional phase shift is observable. Moreover, the resulting two-qubit

state is dependent on ∆φ and oscillates between the |gg〉 and |eg〉 (blue points in Fig. 4.4(b)). In

the second part, with the rotation (π/2)x⊗πx qubit B is brought to the excited state before the

cphase gate is applied and afterwards back to the ground state by (π/2)∆φ ⊗ πx (Fig. 4.4(a)).

Similar to the first part, an oscillation between |gg〉 and |eg〉 for varying ∆φ is detectable (red

points in Fig 4.4(b)). However, due to the cphase gate and its conditional phase shift of the |ee〉
state, the two sinusoidal oscillations are in the ideal case phase shifted by π/2. To estimate the

optimal interaction amplitude and length, this Ramsey-type experiment is conducted several

times, where each time the amplitude or length of the flux pulse is changed. In contrast to

the Chevron measurement, the parameters are swept over a much smaller range. The specific

measurement shown in Fig 4.4(b) corresponds to a relative phase offset of 0.55◦. It is one of 16

measurement where the pulse amplitude and length were varied 5 times between −0.004 V and
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4. Two-Qubit Gates and their Errors

0.004 V and 11 times between −5 ns and 5 ns respectively. By the use of the RelPhase method

ideal pulse parameters of 0.507 V and 74.97 ns could be determined (indicated by the red dot in

Fig. 4.3(b)).

4.4.3. Dynamic Phase Correction

Up to now, the interaction amplitude and length of the cphase gate is calibrated such that we

gain an additional phase factor of −1 when the qubits are in the |ee〉 state. Thus, the cphase

gate after a RelPhase calibration takes the form

U ′cphase =


1 0 0 0

0 eiφB 0 0

0 0 eiφA 0

0 0 0 −eiφA+iφB

 (4.17)

Since the dynamic phase φB qubit B picks up during a detuning of qubit A is very small

compared to φA, it can, for the moment, be neglected. Therefore, the next calibration step

includes determination and optimization of the dynamic phase φA.

An adjustment of the dynamic phase is accomplished by applying an additional phase gate

given by Eq. 4.14 to the qubit. As mentioned, this is simply done by tuning the qubit out of its

reference frequency with a flux pulse. For that reason, the initial, squared flux pulse shape is

expanded by two buffers at the rising and falling edge of the pulse (Fig. 4.5(a)). The new shape

allows a modification of the integrated area of the detuning without changing the amplitude and

length of the interaction. Moreover, the buffers help to suppress an over and undershoot of the

flux pulse amplitude, since the intermediate step prevents a rapid change of the amplitude.

With the new introduced buffers, there are four possibilities to tune the area of the flux pulse,

because each buffer has its own amplitude and length. Nonetheless, we are only interested in

the final dynamic phase of qubit A, which only requires calibration of one parameter. In our

case, we kept the length of both buffers fixed at 10 ns as well as the amplitude of the buffer in

the falling edge, called ”buffer after”, at roughly 50 % of the interaction amplitude. The only

sweeping parameter is therefore the amplitude of the buffer in the rising edge (”buffer before”).

With the pulse scheme illustrated in Fig. 4.5(a), where we rotate qubit A from the ground state

to the XY plane, apply a cphase gate and rotate it back to the ground state, the ”buffer before”

amplitude can be calibrated. Assuming that the cphase gate is given by U ′cphase the resulting
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Figure 4.5.: Dynamic phase calibration of the cphase gate. (a) Two (π/2)x gates

are applied to the qubit, on which a flux pulse with a buffer at the rising and falling

edge is performed in between. The flux pulse detunes the ωAg↔e transition frequency

of qubit A to the ωBe↔f transition frequency of qubit B. (b) Varying the amplitude

of the ”buffer before”, the interaction yields an oscillation of the qubit state between

the |gg〉 and |eg〉 state. An optimal cphase is achieved when the qubit ends up in

the |eg〉 state, here indicated by the red dot.

qubit state is then
1

0

0

0

 (π/2)x⊗1−−−−−−→ 1√
2


1

0

−i
0

 U ′cphase−−−−→ 1√
2


1

0

−ieiφA

0

 (π/2)x⊗1−−−−−−→ 1

2


1− eiφA

0

−i(1 + eiφA)

0

 (4.18)

Clearly visible from this derivation, an oscillation between the |gg〉 and the |eg〉 state is expected

when sweeping the phase φA. By identifying the buffer amplitude which leads to an |eg〉 state,

gives us a well calibrated cphase pulse, since then the phase factor is one (eiφA = 1).

4.4.4. Randomized Benchmarking with the CPHASE

The goal behind a randomized benchmarking with the cphase gate is primarily to estimate the

error of the cphase itself. It is therefore consistent to express the whole Clifford group in terms of

the cphase gate (Fig. 4.6). The same approach was also used in research to estimate the fidelity

of the cross-resonance two-qubit gate [51] or the fidelity of the cphase gate on Xmon qubits [52].

In comparison to the single-qubit Clifford group, where individual gate lengths varied between

21 ns to 63 ns, a Clifford gate from the two-qubit group may have lengths in between 21 ns and

≈ 580 ns assuming a cphase gate length of ≈ 130 ns. In the worst case, a sequence of 10 gates is

already longer than the set fixed point of 4.1 µs (see Section 3.3). Hence, as in the single-qubit

51



4. Two-Qubit Gates and their Errors

Figure 4.6.: Expressing important elements in the Clifford group C2, such as the

cnot, the iswap and the swap, in terms of the two-qubit cphase gate and single-

qubit unitarities. The gates are applied from left to right.

case, the fixed point is set to 10.1 µs, which allows even in the worst case sequences of more than

15 Clifford gates. A limitation of the two-qubit RB is also given by the total number of sequences.

In order to get a reliable readout of the ground state population, the resulting qubit state has

to be rotated with one of the four pulses {1 ⊗ 1, 1 ⊗ σx, σx ⊗ 1, σx ⊗ σx} after each sequence

separately (Section 4.3). With the usual number of 850 sample points per sequence, the maximal

allowed number of sequences is 153, which restricts the amount of truncation lengths to 5 when

we want to generate 30 randomized sequences. Thus, the measurement time was shortened to

5 µs to increase the maximal number of sequences to 219/500 = 1048. Unfortunately, creating

such an amount of long sequences exceeds the memory of the AWGs. A good trade-off was

found with 25 randomized sequences truncated to smaller sequences with lenghts of 1, 2, 3, 4,

5, 6, 8 and 10 gates.

In Figure 4.7(a), the resulting sequence fidelities of a randomized benchmarking with the cphase

gate are shown. Clearly visible, the sequence fidelities are distributed over a larger range as in

the singe-qubit case. This is not surprising, since some of the Clifford gates, like gates from

the swap class, are composed out of three cphase pulses and some simply out of a few single

microwave pulses. Assuming a cphase gate fidelity of ≈ 90 %, already a combination of two

swap-like gates will roughly lead to a sequence fidelity of 0.96 ≈ 0.53 excluding single-qubit
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4.4. CPHASE Gate

gate errors. Furthermore, a convergence of the sequence fidelities towards 25 % is observable.

In contrast to the single-qubit case, where the completely mixed state is either projected as |g〉
or |e〉 state when measured, the measured two-qubit completely mixed state can be projected

onto the |gg〉 , |ge〉 , |eg〉 or |ee〉 state. Thus, there is a 25 % probability that the dephasing

error brings the state back to the |gg〉 state. By fitting a model considering gate and time-

independent errors Eq. 3.17 to the estimated mean points for every sequence length, leads to

an average gate fidelity of F
(0)
ave = 90.91(193) %. At this point it makes no sense to compare

gate and time-dependence of the errors, since the fit of five parameters to a set of 8 points does

not provide a reliable estimation of the fidelity. With regard to common used values of 40 [51]

or even 100 [52] randomized sequences, the experiment was conducted several times to receive

more data points for every sequence length. Through this repeated measurements an interesting

property of our implemented cphase gate was revealed (Fig. 4.7(b)). Measuring the average

gate fidelity of the cphase gate right after the standard calibration process yields higher values

than after a few minutes. Here, the standard calibration measurement includes three RelPhase

measurements with 9× 103 averages each and a calibration of the ”buffer before” (DynPhase)

with 18× 103 averages repeated twice. It seems that the calibration of the cphase gets lost

over time, even though both qubit frequencies were rebiased to their initial values after each

RB measurement of ≈ 30 min. Therefore, only data points from the three measurements right

after calibration were taken to determine more averaged mean points for every sequence length

(Fig. 4.7(c)). In total, this gives us 75 data points per length and leads to an average gate

fidelity of F
(0)
ave = 92.089(1484) %. Note that with this representation of the Clifford group we

have 1.5 cphase gates on average for every Clifford gate. Therefore, the fidelity of the cphase

gate is expected to be above 92 %.

To further examine the error of the cphase gate, there is an additional method to restrict its

fidelity. If we, during sequence generation, only take two-qubit gates from the cnot class of

the Clifford group, the RB method will give us the average fidelity of gates containing only one

cphase gate. However, the cnot class is not a group by itself and therefore the final gate

does not have to be an element of this class. The average gate fidelity then just provides a

lower limit of the cphase fidelity, because most of the excluded gates consist of more than one

cphase gate. Such a restricted measurement is shown in Figure 4.8(a). The estimated average

sequence fidelity of F
(0)
ave = 94.28(155) % is, as assumed, higher than the same average over the

whole Clifford group. Thus, we carefully increase the expected cphase fidelity to above 94 %.

To demonstrate the approach of restricting the pool of chosen Clifford gates once more, we

restrict the set of gates to the single-qubit and cnot class together. As the single-qubit gates

have fidelities in the 99 % regime, the new restricted set should reach an even higher average

gate fidelity. As predicted, the fitted curve in Figure 4.8(b) leads to a average gate fidelity of

F
(0)
ave= 96.26(84) %.
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Figure 4.7.: Standard randomized benchmarking of two-qubit gates with the Clif-

ford group in terms of the cphase gate. (a) Single set of RB measurements with

25 sequence fidelity points at each length. The points are spread over a large range

due to the different compositions of the Clifford gates. With the fitted parame-

ter p = 0.8182, an average gate fidelity of F
(0)
ave = 90.91(193) % was reached. (b)

Conducting several sets of RB measurements after a calibration of the cphase gate

(RelPhase, DynPhase) a decreasing tendency of the average gate fidelity is observ-

able. During all measurements with the same color the same set of random sequences

was used. (c) Using the sequence fidelities of the three RB measurements directly

after calibration, where each time another set of randomized sequences was used, a

more accurate estimation of the average sequence fidelity was achieved. According

to the time and gate-dependent fit function the Clifford group has an average gate

fidelity of F
(0)
ave= 92.089(1484) %.
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Figure 4.8.: If the pool of gates for the generation of random sequences is restricted

to the cnot class (a) or the single-qubit and cnot class together (b), higher average

gate fidelities are expected. Despite the fact that it is not a proper estimation of

the average gate errors, since the final gate might still be in another Clifford class,

the measured values of F
(0)
ave= 94.28(155) % and F

(0)
ave= 96.26(84) % respectively are

consistent with the assumptions.

Even though these results must be interpreted with caution, they in some sense prove our

theoretical assumptions about the errors of different Clifford classes. A more reliable estimation

of the cphase gate fidelity is made with the interleaved randomized benchmarking protocol

shown in the next section.

4.4.5. Interleaved Randomized Benchmarking with the CPHASE

The Interleaved randomized benchmarking (Section 3.4) provides a helpful tool to estimate the

specific error of the cphase gate. In order to check if the method works, the sequences were

first interleaved with the πx ⊗ πx gate from the single-qubit class. Compared to the average

gate fidelity of the second Clifford group, the single Clifford gates have higher expected average

fidelity (Section 3.3). This should therefore lead to a gate fidelity clearly above the average value.

To get an a reliable estimation, the same interleaved sequences were measured five times each

after a standard calibration process as described in Section 4.4.4. The different determined gate

fidelities are shown in Figure 4.9(a). They fluctuate in between 97.02(168) % and 99.71(177) %,

but are all clearly above the average gate fidelity of the Clifford group C2. Taking all five

measurements together, which gives 125 data points per length, and average over these, brings

us to the mean points for every length presented in Figure 4.9(c) (purple). Fitting a time and

gate-independent decay model to the new estimated mean points results in a gate fidelity of

98.571(3115) %. The standard RB measurement, which was taken as a reference, is represented

by the blue points and fit.
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4. Two-Qubit Gates and their Errors

In the next step, the same set of sequences was interleaved with a single cnot gate. It is the

most comparable gate to the cphase gate, since it only includes two additional singe-qubit

pulses (Fig. 4.6). As well as the πx ⊗ πx gate the cnot gate belongs to the simpler gates of the

Clifford group in terms of the cphase, and should lead to a fidelity slightly above the average

gate fidelity. However, the resulting fidelities, shown in Figure 4.9(b), fluctuate in a large range

between fidelities of 61.71(47) % and 89.09(139) %, of which all values are below the average

gate fidelity. Adding data points together, where a fidelity of over 75 % was reached to exclude

possible systematic errors, a measurement-averaged gate fidelity is extracted, as in the case

before. Through this method, a fidelity of 85.644(3115) % for the cnot gate was determined.

Against expectation, this result does not coincide with the approximated lower limit. Moreover,

with the same calibration methods used, several quantum process tomography measurements

lead to a fidelity over 89.51 %. Possible reasons for the observed fluctuations during the single

measurements and the low fidelity can be explained with qubit frequency fluctuations, despite

the fact that the qubits were still rebiased after each measurement. The effect might also be

caused by the fast decrease of the sequence fidelity, since the base of the exponential fit is more

or less just estimated from the first few sequence lengths and is therefore more sensitive to

fluctuations.

In a first approximation, we have neglected the additional phase φB on qubit B. Aiming towards

two-qubit gates with high fidelity, it is also worth taking this phase into consideration. The

phase of the second qubit B can be compensated by introducing a phase gate on qubit B. If

the length of this flux pulse is fixed, the amplitude can be swept until the phase disappears

φB = 2πn. It is, however, important that the flux pulse on the second qubit is not conducted

during the interaction time of the initial cphase pulse, since it affects the frequency of qubit B

and shifts the interaction position. The calibration process can be realized by applying the pulse

1⊗(π/2)x before and 1⊗−(π/2)x after the flux pulses. According to the consequent oscillations

between the |gg〉 and |eg〉 states, where an ideal cphase leads to the ground state, the optimal

amplitude is determined. Sadly, the effects of the additional calibration were not investigated

in this thesis, because no flux line was connected to qubit 2 and the unknown malfunctioning

of the cphase gate between other qubits. It might be an interesting topic for further studies of

the cphase gate.

4.5. iSWAP Gate

Let us now come to the last part of this thesis, the error estimation of the iswap gate with

randomized benchmarking. Like the cphase gate it is implemented with fast magnetic flux

pulses. How this works will be explained in the first Section 4.5.1. Then, we give an overview

of the calibration of the iswap gate in Sections 4.5.2 and 4.5.3. In the last section, we discuss
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Figure 4.9.: Interleaved randomized benchmarking with the πx ⊗ πx and cnot

gate. (a) Fluctuations in the fidelity of the πx ⊗ πx gate over different interleaved

RB measurements. In each run, the same set of sequences was measured right after

calibration. (b) Heavy fluctuations were observed during different interleaved RB

measurements for estimating the fidelity of the cnot gate, although in every run the

same set of sequences was measured directly after calibration. (c) Mean sequence

fidelities and fit as a function of sequence length for the standard RB (blue) and the

two interleaved RBs (purple and green). The points and fit of the standard RB were

taken from the assembled measurement shown in Figure 4.7. In the same way the

mean sequence fidelities of the interleaved RBs were accumulated. The determined

gate fidelities are 98.571(3115) % for the πx ⊗ πx gate and 85.644(3115) % for the

cnot gate.
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the implementation of randomized benchmarking with the iswap and the obtained unexpected

low average gate fidelities.

4.5.1. XY Coupling

Beside the coupling to the second excited states, the Travis-Cummings Hamiltonian in the

dispersive limit Eq. 4.2 has another interesting coupling term, the XY coupling. Rewriting the

coupling from Eq. 4.2 in terms of qubit states |g〉 and |e〉 yields

Jgg(|g〉 〈e|A |e〉 〈g|B + |e〉 〈g|A |g〉 〈e|B) (4.19)

Through this term, the Hamiltonian allows an exchange of virtual photons between two qubits,

when the transition frequencies of both qubits are equal. By tuning the ωAg↔e transition frequency

of a qubit A to the one of a second qubit B such that
∣∣ωAg↔e − ωBg↔e∣∣ = 0, the time dependent

interaction Hamiltonian is represented by [56]

Hint(t) = e−itHint =


1 0 0 0

0 cos(Jggt) i sin(Jggt)

0 i sin(Jggt) cos(Jggt) 0

0 0 0 1

 (4.20)

Due to this term, the system then starts to oscillate between the |ge〉 and |eg〉 state. A complete

swapping of those states such that both pick up a phase factor i is achieved when the qubits are

in resonance over a time of t = π/2Jgg. In this case, the resulting action corresponds to the one

described by the iswap gate

Uiswap =


1 0 0 0

0 0 i 0

0 i 0 0

0 0 0 1

 (4.21)

As simple as it may seem, there are further aspects concerning the implementation of a iswap

gate. First of all, since one of the qubits has to be detuned from its rotating reference frame, it

picks up an additional phase. Note that in consideration of the symmetry of the Hamiltonian,

it does not matter which of the qubits is detuned. As described in Section 4.4.1, this additional

phase is taken into account by a phase gate Eq. 4.14. Second, because the iswap gate swaps the

states |ge〉 and |eg〉 and both qubits have different rotating reference frames, the state transferred

to qubit A has been in another reference frame before. This means that this state has picked

up a phase φrel according to the area between both qubits in frequency space from t = 0 until

the swapping of states takes place (Fig. 4.10(a)). Due to the same reasons the state which has

been swapped from qubit A to qubit B gains also an additional phase φrel corresponding to this

58



4.5. iSWAP Gate

Figure 4.10.: Illustration of the three different dynamical phases that need to be

considered when implementing the iswap gate. (a) When the iswap gate swaps the

|ge〉 and |eg〉 states, the phase φrel (green area) indicates the phase shift the states

pick up in view of the other qubit reference frame. (b) In order to achieve well

calibrated iswap blocks, the phase afterwards φ′rel (blue area) does already account

for the following iswap gate. (c) Additionally, also the time gap in between two

iswap gates does accumulate a phase φ′′rel (yellow area).

area. Moreover, aiming towards scalable iswap gates one has to consider the area between the

qubit reference frames after the pulse (Fig. 4.10(b)). This area accumulates a phase φ′rel for both

qubits and is therefore important for the next state swapping by the succeeding iswap gate. In

order to built independent iswap blocks it is important to calibrate the buffers of the iswap

such that for each block from t = 0 to t = T we have φrel + φ′rel = 2πn for positive integers

n ∈ N+. In consideration of the first iswap gate it is also necessary to have φrel = 2πm where

m ∈ N+. Finally, as soon as two iswap gates are not applied directly after each other, a third

phase factor appears (Fig. 4.10(c)). This phase φ′′rel depends on the distance in time of the two

iswap blocks and contributes to the other phases. Hence, we need

φrel = 2πn, φrel + φ′rel + φ′′rel = 2πm (4.22)

with n,m ∈ N+.

4.5.2. Interaction Position and Timing

Before we start to calibrate the buffers of the flux pulse, the interaction amplitude and length

have to be estimated properly. A from the relative phases independent protocol is given by the
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one showed in Figure 4.11(a). Here, two πx gates are applied on qubit A before and after the

iswap flux pulse. The first microwave pulse brings qubit A to the excited state |eg〉. After

the iswap gate has swapped both qubit states |eg〉 → i |ge〉, the second π pulse excites the

swapped ground state, i |ge〉 → |ee〉. If the iswap does not exchange the states suitably, the

second single-qubit gate will bring the remaining excitation back to the ground state. As a

consequence, an oscillation between the |gg〉 and |ee〉 states is detectable. Hence, sweeping the

interaction amplitude and length of the flux pulse will lead to a similar Chevron pattern as

for the cphase gate shown in Figure 4.3(b). In contrast to the cphase gate calibration, we

are now interested in the coordinates of the first ”summit” of such a landscape. Also different

for the calibration of the iswap is that there is no need for a second interaction parameter

calibration [58]. As soon as a swapping of the qubit states with the above protocol is achieved,

the amplitude and the length of the pulse is already well calibrated.

To get an iswap gate with high fidelity, the maximum of the Chevron pattern landscape has

to be estimated with high accuracy. Instead of decreasing the step-size and estimating the

optimal combination of amplitude and length in a time-consuming, detailed sweep, we make

use of the gradient-free numeric optimization algorithm called Nelder-Mead [59, 60]. It starts

with measuring the qubit population of three points on a 2D plain that is spanned by amplitude

and length parameters. Then, depending on the reached populations, three new points are

determined: the center of gravity of the initial triangle, the reflection of the worst value by the

line between the other two points and another point in the same direction but further away. In

the next run the values of the new points are estimated and a new triangle is formed out of the

best two values from the run before and the best values of the actual run. The Nelder-Mead

algorithm is repeated as many times needed so that the difference in population of the triangle

points falls below a certain threshold. For the calibration of iswap gates throughout this thesis,

15 calibration steps were enough to accurately estimate the interaction amplitude and length

of the flux pulse. In each step the measurements were averaged 18× 103 times. One of those

calibrations is shown in Figure 4.11(b-f).

4.5.3. Relative Phase Corrections

After the determination of the correct interaction amplitude and length, the next step is to

correct the relative phases φrel, φ
′
rel and φ′′rel. As mentioned above, the goal is to have calibrated

iswap blocks, which can be randomly combined with single-qubit gates or other two-qubit gates.

It is therefore not convenient to adjust the ”buffer before”, which is equal to a modulation of

the phase φrel, according to φrel + φ′rel + φ′′rel = 2πm every time an iswap is used. Instead we

split this requirement in three smaller conditions

φrel = 2πn, φ′rel = 2πm and φ′′rel = 2πk (4.23)
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Figure 4.11.: Calibration of the iswap pulse interaction amplitude and interaction

length. (a) Pulse scheme for the calibration. This protocol is not influenced by

effects of the buffers, therefore the standard value of roughly of 50 % the interaction

amplitude was used. (b) A single Nelder-Mead algorithm step. The chosen triangle

and the calculated coordinate points for the next measurement are highlighted in

orange. (c) The estimated final contour plot of the Chevron pattern landscape after

15 algorithm steps. The colors indicate the measured excited state population |ee〉
(yellow) in contrast to the ground state population |gg〉 (blue). (d) History of the

length parameters with the resulting convergence in qubit population. (e) Evolution

of the amplitude parameter. (f) Convergence of |ee〉.
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4. Two-Qubit Gates and their Errors

where n,m, k ∈ N+. Then, the iswap gates can be arbitrarily combined with other gates into

sequences under the condition that the length of the other gates is such that the acquired relative

phase is a multiple of 2π.

First, we calibrate φrel. This is done by sweeping the amplitude of a buffer with fixed length of

10 ns at the rising edge of the flux pulse. The area between the frequency of qubit A and the

steady state frequency of qubit B before the swapping (Fig. 4.10) leads to a phase shift that

the state of qubit A receives after the swap. Hence, a well calibrated ”buffer before” amplitude

eliminates the resulting phase φrel = 2πn on qubit B. The calibration protocol consists of a

(π/2)x ⊗ 1 and 1⊗ (π/2)y pulse, applied before and after the flux pulse respectively. Through

this combination the second part of the superposition state 1/
√

2(|gg〉 + |eg〉) is swapped with

an additional phase shift 1/
√

2(|gg〉+i |ge〉), before it gets excited to the |ge〉 state by the (π/2)y

pulse on qubit B. If the iswap gate swapping works but the phase is calibrated wrong we end up

in the |gg〉 state. Hence, similar to the calibration of the cphase buffer (Fig. 4.5), this protocol

leads to an oscillation between the |gg〉 and the |ge〉 state depending on the buffer level, where

the optimal buffer amplitude corresponds to a maximal population of the state |ge〉.

Second, the phase φ′rel is important to get a proper iswap block without any additional phases

on qubit A. In the rotating frame of qubit A, the area between the reference frames before the

pulse (Fig. 4.10(a)) can also be seen as a accumulated phase of the state it receives after the

swap. Since the amplitude of the ”buffer before” is now fixed, the shape of the ”buffer after” the

pulse is the only parameter to correct the resulting phase shift. As before, we keep the buffer

at a length of 10 ns and sweep the amplitude. Flipping the π/2 pulses of the previous protocol

such that we have 1⊗ (π/2)x before and (π/2)x ⊗ 1 afterwards, an oscillation between |gg〉 and

|eg〉 depending on the second buffer amplitude is accomplished. Here, observing a maximal |eg〉
state population corresponds to the condition φ′rel = 2πm.

Finally, after both buffers are calibrated, we only have to compensate for φ′′rel. This is only

necessary when more than one iswap gate is included in the same measurement sequence.

Assuming that we just have microwave pulses in between the iswap gates, the only parameter

to change the area between the two qubit reference frames is the time (Fig. 4.10(c)). When the

time is exactly equal to a multiple of the period of the reference frequency

k · Trel =
k∣∣fAg↔e − fBg↔e∣∣ (4.24)

where fg↔e = ωg↔e/2π, the condition φ′′rel = 2πk is always fulfilled. However, due to the

1 GS/s sampling rate of the AWG, it is just possible to change the amplitude of a flux pulse in

nanosecond bins. If the qubit transition frequencies are, for example, 5.359 GHz and 4.823 GHz,

the time in between iswap gates has to be a multiple of Trel = 1.865 671 642 ns. In such a case,

there are two ways to achieve a disappearing relative phase. Either one expands the duration
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4.5. iSWAP Gate

Figure 4.12.: The cnot gate and the swap gate expressed in terms of iswap gates

and single-qubit microwave pulses. In order to conduct a randomized benchmarking

with the iswap the whole Clifford group has to be represented by iswap gates.

of the sequence between the iswap pulses such that it is equal to an integer multiple of the Trel

time, or the qubit frequencies are changed in a way that the Trel becomes an integer itself.

4.5.4. Randomized Benchmarking with iSWAP

Similar to the randomized benchmarking with the cphase gate, we express the cnot and the

swap gate in terms of the iswap gate as illustrated in Figure 4.12 [61]. Through these, we

are able to express the two-qubit Clifford group with the iswap gate. But, in contrast to the

cphase case, we have to consider the timing between two iswaps in each Clifford gate, as well

as the timing between two Clifford gates including iswaps. To overcome theses problems, we

defined a new iswap block that contains an additional spacer of a microwave pulse length after

the iswap pulse. By calibrating the buffers of the iswap gate inside the new gate block, we

automatically include the compensation of the acquired relative phase. Thus, the new blocks

can be combined independently as before, with the difference that we have the opportunity to

also include a single-qubit microwave pulse. This allows us to represent the swap gate in terms

of three new iswap blocks (see Fig. 4.12).

However, there is still a timing conflict in the construction of the cnot gate and for the scalability

of gates from the single-qubit class. Both of those problems are solved setting the difference

between the frequency of Q1 and Q2 to 531.25 MHz such that Trel =1/531.25 ns. Because

34/531.25 =64 ns, a group of three microwave pulses of 21 ns and a spacer of 1 ns together will

exactly have a length such that φ′′rel = 2π · 34. By extending each single-qubit Clifford gate and

each single-qubit gate from the S1 group to a time of 64 ns, they may be used in any combination
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4. Two-Qubit Gates and their Errors
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Figure 4.13.: Randomized benchmarking with the iswap gate. Decay of the se-

quence fidelity over sequence length m. An average gate fidelity of 85.99(519) % was

determined from the fit (green), but since the fidelities are already at the beginning

around the 25 %, this value has to be interpreted with caution.

with other two-qubit gates containing an iswap. The new cnot gate is achieved by including

one of the four pulses between and after the iswap gates (Fig. 4.12) inside the new iswap block

and add another 1 ns spacer to the others.

This method implements scalable two-qubit Clifford gates containing the iswap gate. Unfortu-

nately, we could not observe a typical exponentially decreasing sequence fidelity pattern when

conducting a randomized benchmarking (Fig. 4.13), due to the achieved low sequence fidelities.

A few of the sequence fidelities are higher compared to the others, which is justified by the oc-

currence of gates from the single-qubit class. Despite the 93.6 % fidelity measured with quantum

process tomography, the most estimated sequence fidelities are below 40 %. Therefore, the error

must lie in the timing between the different iswap pulses. A possible reason for these errors

is the additional phase we get by the anticrossing of the |ee〉 state with the |gf〉 state, which

is caused automatically when tuning the g ↔ e transition frequency of qubit 1 to the g ↔ e

transition frequency of qubit 2. Another reason might be drifts of the relative phase between

the two microwave generators used to drive qubit 1 and 2.
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5. Conclusion

In this thesis, we have discussed randomized benchmarking for one and two-qubit gates. For

single-qubit systems we introduced two different methods, the Pauli group based randomized

benchmarking method proposed and demonstrated by Knill et al. [13] and the Clifford method

by Magesan et al. [14, 15]. The first method allows an estimation of the average gate fidelity

of a subgroup of the Clifford group, in contrast to the latter that offers an estimation over

the whole Clifford group. We fitted a gate and time-independent as well as a gate and time-

dependent model to the data obtained with the Clifford method. The predictions of both models

fit our data well for average gate fidelities of 99.6465(277) % and 99.6871(324) % respectively.

Since both models describe our data well, we concluded that the errors are mainly gate and

time-independent. Furthermore, by assuming only gate errors due to dephasing, an upper limit

of the average gate fidelity was provided in the presence of dephasing errors. With this simple

mathematical approximation, we saw that the error is mostly caused by dephasing of the qubits.

In order to estimate the specific error of gates in the Clifford group, the interleaved randomized

benchmarking, which is an expansion of the Clifford method was employed. To check the

method and its functionality, a sensitivity and robustness test was implemented by adding an

additional over-rotation error to the (π/2)x gate. As expected, the error for this gate increased

as a function of the over-rotation angle, whereas the error of another gate was not affected. The

same behaviour of the curves was also obtained by a simulation of the process. Furthermore,

the errors of all individual Clifford gates were estimated. We found fluctuating errors in the

10−3 range. Those fluctuations may be explained by fluctuations in qubit frequency or other

systematic errors.

The fidelity of two-qubit gates was estimated by using the Clifford group C2. We focused on the

implementation with the controlled phase gate and the iSwap gate. Both of them were realized

by tuning two qubit transitions to the same frequency with fast magnetic flux pulses. Besides a

theoretical description, also important calibration steps and possible issues for both gates were

discussed. An average gate fidelity of 92.089(1484) % of the Clifford group in terms of the cPhase

gate was determined. The probability to be in the expected state of a two-qubit system was

extracted by using a partially tomographic readout. By investigating the two-qubit interleaved

randomized benchmarking with the cPhase we found a stable fidelity of 98.571(3115) % of the

πx ⊗ πx gate and a heavily fluctuating fidelity outside the expected range of the C-NOT gate.

65



Acknowledgements

In the first place, I would like to thank Prof. Anderas Wallraff for the opportunity to conduct my

Master’s thesis in his team. Special thanks go to my supervisor Yves Salathé for the collaboration
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A. Convention

A.1. Single Qubit

|g〉 =

(
1

0

)
, |e〉 =

(
0

1

)
(A.1)

σ0 =

(
1 0

0 1

)
, σx =

(
0 1

1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0

0 −1

)
(A.2)

A.2. Two Qubits

|gg〉 =


1

0

0

0

 , |ge〉 =


0

1

0

0

 , |eg〉 =
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0
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0

 , |ee〉 =


0

0

0

1

 , (A.3)

UcPhase =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

 UC−NOT =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0



USwap =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

 UiSwap =


1 0 0 0

0 0 i 0

0 i 0 0

0 0 0 1


(A.4)
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B. The Single-Qubit Clifford Group

Pauli gates
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2π/3-Rotations
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C. The Two-Qubit Clifford Group

Clifford group class Gate number Gate

single-qubit class (SQ)

1-24 C1 ⊗ Ci i ∈ (1, 2, 3, ..., 24)

25-48 C2 ⊗ Ci i ∈ (1, 2, 3, ..., 24)

49-72 C3 ⊗ Ci i ∈ (1, 2, 3, ..., 24)

... ...

553-576 C24 ⊗ Ci i ∈ (1, 2, 3, ..., 24)

cnot-like class

577-585 SQ 1, cnot, Si i ∈ (1, 2, 3, ..., 9)

586-594 SQ 2, cnot, Si i ∈ (1, 2, 3, ..., 9)

... ...

5752-5760 SQ 576, cnot, Si i ∈ (1, 2, 3, ..., 9)

iswap-like class

5761-5769 SQ 1, iswap, Si i ∈ (1, 2, 3, ..., 9)

5770-5778 SQ 2, iswap, Si i ∈ (1, 2, 3, ..., 9)

... ...

10936-10944 SQ 576, iswap, Si i ∈ (1, 2, 3, ..., 9)

swap-like class 10945-11520 SQ i, swap i ∈ (1, 2, 3, ..., 576)
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