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Abstract

In this thesis we realize a state tomography method to fully characterize the quantum state
of one and two superconducting quantum bits (qubits) in the circuit QED architecture.

Superconducting qubits [I] coupled to a microwave resonator with high quality factor
[2] are a promising system for quantum information technology and have an interesting
analogy to cavity quantum electrodynamics (QED) known from atoms. Coherent control
of these systems is theoretically well described for single qubit operations and two qubit
operations [I]. Most resent it became possible to create entangled states [3] and Controled
NOT (CNOT) gates [4] using superconducting qubits. The ability of control over the
system enables us to perform quantum state tomography [5] as well as process tomography
[6].

Tomography is a useful experimental tool to measure any quantum state and hence
analyze the performance of creating a desired state. Tomography is a standard procedure
in NMR quantum computing [7] and widely used in ion traps [8]. This makes it favorable
to apply tomography on superconducting qubits to analyze the quantum state.

This thesis deals deals with two transmission line shunted plasma oscillation qubits
(transmon) [9] placed in a coplanar microwave resonator.

On this system tomography on one and two qubits has implemented. To proof the
possibility of the tomography we have applied state tomography on different superposition
states for one qubit. Furthermore, demonstration experiments were performed by applying
tomography on Rabi and Ramsey pulse sequences. For all this processes the deviation
to the expected theoretical value can be determine by using the L; norm. Moreover a
Hadamard gate was implemented and process tomography was performed.

In the second part we investigate the tomography for two qubits by creating several
product states and performing tomography on them. Since noise in the measurement
causes the tomography to yield results, which do not fulfill the physical requirements
(positive definite) for being a density matrix, we have implemented a "most likelihood”
process [5] which always gives physical solutions.

The techniques developed in this thesis should form the basis for future experiments
on more complicated processes.
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Chapter 1

Introduction

Since Feynman introduced in 1982 the concept of a quantum computer [10] to simulate
quantum mechanical phenomenas a lot of effort has been made to develop the field theoret-
ically. Already in 1992 Deutsch and Jozsa proposed an algorithm [I1], which determines
whether a function is balanced or constant with a single evaluation of the function. Even
though that this algorithm is of little practical use it shows how much more powerful a
quantum algorithm can be compared to a classical one. In 1994 Shore developed an algo-
rithm that brings an exponential speed up for integer factorization [12]. shortly thereafter
Grover published in 1996 a search algorithm for unstructured data base [13], which speeds
up computation time O(v/N) where as a classical algorithm requires O(N) steps.

On the experimental side effort has been made to create a system, which allows imple-
mentation of quantum algorithms. The criteria which have to be satisfied for a successful
realization are given by the DiVincenzo criteria [I4]. Several systems have the potential
to satisfy these requirements most mentionable are quantum bits (qubits) based on ions
[15], quantum dots [I6] and superconducting circuits [17].

NMR, qubits, which have been the only systems where Shor’s algorithm has been
successfully implementation so far [I8], are not any longer considered to be a serious
candidate for quantum computing, since upscaling is almost impossible. Qubits based on
ion are the most advanced system among the remaining. Using ions Bell states, which is a
quantum mechanical entangled state, has been created [8] and a Controlled-Not (CNOT)
gate has been realized [19]. Most recent a low fidelity CNOT gate has been implemented
in superconducting flux qubits [4].

Superconducting qubits can basically be divided into three types charge, flux and
phase qubits [17]. Furthermore, superconducting qubits give the possibility to be coupled
to a microwave resonator [I] [20]. This yield a system analogously to cavity quantum
electrodynamics (QED) known from atomic physics, but with the opportunity to be able
to engineer the coupling constant ¢ and to change more easily the detuning between cavity
and qubit transition.

The first coherent control of a charge qubit has been reported by Nakamura in 1999 [21].
Since then charge qubits have been improved i.e. to enlarge coherence time. Charge noise
insensitivity has recently been realized in the transmission line shunted plasma oscillation
qubit (transmon) [9], which is a modified charge qubit. For the presented Diplomarbeit a
sample with two transmon qubits coupled to a coplanar high fidelity microwave resonator

9



10 CHAPTER 1. INTRODUCTION

similar to the device in [3] has been used.

To verify the creation of a desired state, for example the Bell state mentioned above,
it is required to be able to determine both qubits quantum state. Since the measurement
operators for the different components of the qubit’s density matrix do not commute, as
in the measurement of a single spin, tomography has to be performed. In this thesis
we demonstrate the implementation of one and two qubit quantum state tomography
by using a tomography procedure proposed in [5]. The system under consideration has
regardless of the amount of qubits only one measurement operator. This requires to apply
more tomography pulses than in other systems. Since the tomography procedure does
not necessary yield a positive definite matrix we have furthermore implemented a most
likelihood procedure, which determines the density matrix that is most likely to produce
the recorded response [5]. This is important to find a physical solution. Moreover, we
have implemented process tomography which determines the outcome of a process applied
on an arbitrary state [6].

Tomography is required if we want to verify the creation of a desired state or if we
want to determine the operation of a gate. However, in NMR tomography is a standard
tool [7] and in ion traps tomography is already a well established procedure [8]. Since
superconducting qubits are now on the edge to become used for creation of more advanced
states and for the implementation of gates several groups are currently implementing
tomography for their system.



Chapter 2

Basic Introduction to Circuit QED

Here I explain the basic theory about the two qubit system utilized. The chapter is out-
lined as following: the Cooper pair box is briefly introduce and how it is coupled to a cavity.
Once we understand the physical background of the qubits we will explain how coherent
operations are realized. Understanding this is important because the chapter on tomog-
raphy will make use of the formalism defined here. In the following section qubit-qubit
interactions will be discussed. This is of particular importance for two qubit tomography.
Then we will explain the transmon qubit as particular realization of the Cooper pair box.
In the end a short discussion of the measurement process for the transmon qubit will be
given. After that I will present a short discussion on decoherence processes, which are
important for to the transmon.

2.1 The Cooper pair box

We will first talk about the Cooper pair box, since this is a natural and the historical
approach to the transmon qubit.

A Cooper pair box is a superconducting island, which is connected by a Josephson
junction to a Cooper pair reservoir [22]. A Josephson junction [23] is a superconductor-
insulator-superconductor sandwich structure, which allows Cooper pairs to tunnel coher-
ently from one superconductor into the other one. This hopping of Cooper pairs through
the junction is related to the Josephson energy E; and can be described by a sum of
raising and lowering operators

Ey

Hy=—=

(IN+1)(N|+H.c.),
N

where we have introduced the charge basis |N), which characterize the number N of
Cooper pairs on the island. It would be nice to be able to tune the Josephson energy E ;.
This can be achieved by adding an additional Josephson junction to the system and in this
way building a SQUID loop Fig. The Josephson energy becomes then flux dependent

and is given by
E;(0 o
EJ((I)ext) - JQ( ) COS ( e$t>

11



12 CHAPTER 2. BASIC INTRODUCTION TO CIRCUIT QED

Figure 2.1: The left graph shows systematically the energies for a Cooper pair box E¢ as
a function of the gate charge ny. The Josephson energy of the SQUID can be controlled
by the magnetic flux through the loop. On the left end of the picture the gate is shown.
The pictures are taken from [24].

see [I]. On the other hand if we apply a gate voltage on the Cooper pair box, we will
obtain the expression

He =4E.)y (N = Ng)*|N) (N],
N

where the charging energy is given by Ec = €?/(2(Cx + Cy)) (N — Ng)2 [1]. The total
Hamiltonian for the Cooper pair box is given by

E;

H =45, 3 (N = Ny)* [N) (N| - =
N

> (IN+1)(N|+Hec.).
N

This Hamiltonian can be diagonalized numerically, if we use the charge basis |N) or
analytically, if we use the flux basis |§) = >y exp (i N) | N), which results from a canonical
conjugation of the charge operator |[N) (N|. A full diagonalization of the Hamiltonian can
be found in [24].

Diagonalization of this Hamiltonian yield to Eigenenergies, which are periodic as a
function of the gate charge ny. Due to a finite Josephson energy E; one can find that
the degeneracies are avoided at points with ny of integer. This is analogous to the tight
binding model from solid state physics. The right graphic shows a Cooper pair box with
a SQUID loop.

Since the eigenstates of the Hamiltonian are strongly anharmonic and the experiment
is performed at sufficiently low temperature we can separate the Hilbert space for the
Cooper pair box into a space for the first two levels H qubit and for the remaining levels

Hyem, H, qubit ® Hrem. The effective Hamiltonian becomes under this approximation [25]

Eel ol — &0/ : (2.1)

H=-5r0-50

Furthermore, we have restricted the charge to be in the interval Ny € [0, 1] and introduced
the quantity Eo = 4Ec (1 —2N,). This is the Hamiltonian for a spin %-particle in a
magnetic field parallel to (F J,O,Eel)T and we found the analogy to NMR. qubits. We
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a) ” @ b)

Figure 2.2: The left picture shows schematically a coplanar wave guide (blue), which is
used as resonator. The equivalent network for the wave guide is also given [I]. The qubit
Cooper pair box is show in the center of the resonator. The optical microscopy image to
the right show the resonator (top), the finger capacitor (left bottom) and Cooper pair box
(right bottom) [20].

can easily find a new basis |0), |1) in which the Hamiltonian is diagonal and the energy

level splitting is given by fwg; = \/ E?% + (4E¢)?(1 — 2Ny)?. This already shows that the

Cooper pair box is to first order charge noise /N, insensitive at the sweet spot N, = %

[26]. Therefore, it is favorable to run experiments at the sweet spot.

2.2 Cooper pair box coupled to a cavity

To protect the qubit from spontaneous emission, to realize readout and to implement
coherent controll of the qubit the Cooper pair box is coupled to a resonator with high
quality factor [I]. The resonator is a superconducting coplanar wave guide [2] with quality
factor of several thousand. The Cooper pair box is placed in the resonators gap as shown
in Fig.[2.2] The coplanar resonator-Cooper pair box system is analogous to a cavity atom
system [1].

If we assume that only one resonator mode is of interest and if we apply the sec-
ond quantization for the electromagnetic field, we can describe the circuit by the Jaynes
Cummings Hamiltonian (see Fig.

1
Hje = hw, (aTa + 5) + Hyupit + hg <aT0_ + aa+) , (2.2)

where we have used the lowering/raising operator a/ al. If we use for the Cooper pair box
the Hamiltonian Hg,p;t = h“é(” o, as in Eq. we can diagonalize the Jaynes Cummings
Hamiltonian as shown in [I] and we find the dressed states

|+,n) = cosb,|1,n) +sinb, |0,n + 1) and |—,n) = —sinb, |1,n) + cosb, |0,n + 1),

with the angle tan 20,, = (2gv/n + 1)/(wo1 — wr).
There are now two distinct regimes of interest: one is the resonant point w, = w1,
where the qubit is maximally coupled (with g) to the resonator and vacuum Rabi mode
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from quantum optics group at CalTech

Ol

-2
—

transit

Figure 2.3: The sketch illustrates a cavity coupled to a qubit. The qubit couples to the
field in the cavity with a rate g. Decoherence is caused by photons which escape the cavity
through the mirror at a rate x and by modes which are not confined by the resonator at
a rate v, . The picture is from [I]

o, = ®,-0=A>g
. e (0,+(2n+1)g?/A) N - - |n)
N) o= o= - 2gvVn - = o= - |N-1) |n+1)--q i
— 1‘ » N - - [2)
|3/ - e am - ----|2/ |n) - = .
T e = - 1)
. \ +3g%/A)
[2) = === 2g2 R —— ) 12) (n g ((Hg%)
. (o gZ/A - |0
M === 20 1 =->--10 1)
|(!) / (o, +QZ/A (z)a
[0) o= oo - — [0) o o ———f L
|g> Ie‘

Figure 2.4: The graphic gives the energy level diagram for a qubit, which has same tran-
sition frequency as the resonator, and for a qubit, which is detuned form the resonator.
The dashed lines show the energy levels for a not interacting qubit cavity system. The
full lines indicates the energy levels for a system with a finite coupling rate g. The picture
is from [I]
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splitting equal to 2y/n is observed [27]. The other is at large detunings wo; — w, >> g see
Fig. In the following we will discuss the second case.

For further calculations it would be nice if the Fock space for the photons and the
Hilbert space for qubits are decoupled. For this we would have to eliminate the terms
CL(T)O'(_)+. Indeed this can be achieved for large detuning gv/n + 1 << |wp1 — wy|, if we
apply the transformation UH'UT with U = exp (g(acy — a'o_)/(wo1 — w,)) and neglect
terms with higher then second order in g/(wp1 — wy), see [I]. For the dispersive limit this
yields the very useful expression for the dispersive Jaynes-Cummings Hamiltonian given
by

wo1 g9 1
Hjyo = hweala+h < + — <aTa + >> 0. (2.3)

2 wo1 — Wy 2
The first term of the Jaynes Cummings Hamiltonian represents the energy of the field in
the cavity, the second the energy of the qubit, the third the AC stark shift and the fourth
the Lamb shift. The Lamb shift describes the interaction of the qubit with the resonators
vacuum mode. One can clearly see that the Lamb and AC stark shift shifts the dressed

energy level compared to the case where the qubit is decoupled form the cavity.

2.3 Coherent control

Here we explain how coherent control of the qubit is realized. If the cavity is irradiated
by a microwave sigmal with a frequency wq,ye and an envelope €(t), we will have to add
the term

H(/irive = he(t) (aT exp (—iwpiyet) + aexp (wdrivet)) )
to the Jaynes Cummings Hamiltonian H' from Eq. (2.2). Applying the transformation
from above U (H}C + H'

drive
to the transition frequency yields the driven Jaynes Cummings Hamiltonian

) UT and assuming that the driving frequency W(rive 18 close

Hjo = h(wr + wyy; )aTa—I—E W +2792 a‘LcH-1 o+
JC ' drlve 2 01 (,(J()l _ wr 2 z

—I-ijlgg_(tzjr (05 cos g+ oysing),
where the phase of the driving field is given by ¢. Obviously the driving induces Rabi
rotations of the qubit. The rotation axis for the Rabi process is given by the phase ¢
and the rotation rate by the amplitude of the driving pulse. Moreoverit can be seen
that a detuning from the transition frequency (wm + 242 (aTa + %) /(wo1 — wr)) induces
0, rotations. This enables us to perform arbitrary unitary operations on the qubit. Since
the qubits transition frequency is far detuned from the resonator the driving field will only
virtually populate the resonator with a small average photon number and therefore not

cause any dephasing [28]. This is important to be able to perform high fidelity operations.

2.4 Qubit-qubit coupling

If two qubits are placed in the resonator they can interact with each other. If they are in
resonance with the cavity’s mode, they will exchange with each other photons, mediated
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by the cavity due to vacuum Rabi processes. This yields a qubit interaction rate of the
order of 2g. Possibilities to realize this coupling are tunable resonators or flux lines among
others [2§].

On the other hand for our experiment more important is the interaction of the qubits
by the exchange of a virtual photon. If two qubits are in resonance with each other
and strong detuned form the cavity frequency, they can exchange virtual photons with
the resonator, and therefore interact with each other even though they are located on a
microscopical distance in the resonator.

To find the Jaynes Cummings Hamiltonian for such a detuned two qubit system we can
apply the transformation U = exp (g4 (alo? — ac?)/(w, — wi) + g8 (aTo? — acB)/(wr — wl}))
on the two qubit Hamiltonian, as described in [2§]. This yields under the assumption that

9'9’ — the new Hamil-

we can neglect therms with higher than second order in ———2%———
(wr—why) (wr—wpy)

tonian without a(T)UJr(_) terms
H = hwyala + hwio, @ id+ hwlid @ o, + hJ(oy @ 0 +0_ @ 0.

For simplicity we have introduced the coupling therm J = g4¢®(1/(wg} — wy) +1/ (w8 —
wy)). For this Hamiltonian the states |01) and |10) are not eigenstates any longer. However,
we can easily find the new eigenvalues and eigenstates to the Hamiltonian

wii + w 0 0 0
H—E 0 —wii +w& J 0
2 0 J wih — wg 0 ’
0 0 0 —wii —wg

A
as By =+ J2—|—T’Band

1 Aap =+ (2J)2+A?4’BO ,
[Ys) = 3 — 0)+11) |

where the detuning between the two qubits is given by Ay p = wg‘l — wégl and N is the
normalization constant. This is analogous to the double well potential where a similar
splitting occurs.

It can easily be seen that the qubit-qubit interaction can be suppressed by a strong
detuning between the two qubits. In this case energy conservation does not permit a
flip-flop interaction. A very intuitive way to understand how a detuning of the two qubits
prevent flip-flop interactions is by changing to the rotating frame of the first qubit w4.
In this frame a coupling to the second qubit is suppressed by fast rotating oscillations
wBp —WA.

2.5 Transmon

We have seen in Section that the Cooper pair box is charge sensitive. Since usually
charge noise is low frequent and therefore adiabatic this fluctuations will not induce tran-
sitions from the excited to the ground state but they will cause a random phase shift,
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a)

Figure 2.5: The microscopic images show a transmon qubit. On the left hand side we can
clearly see how the reservoir is coupled to ground by a capacitor. The transmission line
coming from the bottom is a charge gate line. On the right hand side we can recognize
the SQUID loop. The pictures have been taken by Martin Goeppel.

b)

which yields to decoherence. In fact this is the limiting factor for dephasing and hence
T5. Therefore it has been of general interest to modify the Cooper pair box in such a way
that it becomes insensitive to charge noise. This has been achieved with the proposal of
a transmission line shunted plasma oscillation qubit (transmon) [9]. However, the price
for the charge insensitivity is paid by reducing the anharmonicity. Nevertheless, the an-
harmonicity remains sufficient for selective addressing of the 01 transition. We will now
explain how this is done.

Charge insensitivity is realized by adding a large additional capacity Cp between the
Cooper pair reservoir and ground see Fig. It can be shown [9] that the Hamiltonian
becomes the same as for the Cooper pair box but with a much larger capacitance

2¢? Ey
H:m;(N_Ng)2|N><N|_7;(]N+1)<N\+H.c.), (2.4)

if we add the capacity C'p. Charge insensitivity is observed in the regime Eo << Ej. If
we use Mathieu functions m,[z] the Hamiltonian can be diagonalized in the phase basis
[9] and the eigenvalues are given by

En(Ng) = Ecia(n, 1k(m.Ny) [—E1/(2EC)].

The eigenvalues become less sensitive to charge noise %ET’;éNg with increasing %C% On
the other hand the energy spacing between energy levels becomes more harmonic, which
causes problems for selective addressing of the 01 transition. One can show that the first
three energy levels are equally spaced for a ratio of g—é ~ 9 and becomes again anharmanic
for larger %c% For very large %CL ratio the anharmonicity decreases and approximates 0
again. It is possible to engineer a 540 ratio which satisfy both a sufficient anharmonicity as
well as charge insensitivity as shown in Fig. Since the Josephson energy E; depends

on the flux ® through the SQUID loop the separation of the energy level is depending on
®, this is shown in Fig.
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Figure 2.6: The left graph show the relative o, = E%;ME‘” (a) and absolute o, = E19— Eg1

(b) anharmonicity for a transmon qubit as a function of g—é The middle graph show
the energy diagram for the first three energy levels. On can recognize that the charge
insensitivity increases with smaller «,. The pictures are taken from [9].
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Figure 2.7: The graph shows the frequency for different transitions as a function of the
flux through the SQUID loop.
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2.6 Transmon coupled to a cavity

Even though, that the transmon’s anharmonicity is large enough to prevent population
of higher energy levels we can not neglect the presence of these levels since they can be
populated virtually.

The Jaynes Cummings Hamiltonian can easily be expanded for an arbitrary number
of energy levels by writting

Hyo =Y wjln) (j| + hwata+ (hgj g1 15) (7 + 1| + He)
J

where we have taken into account only transition between neighboring energy levels and
|n) are eigenfunctions for the transmon Hamiltonian Eq.

It would be very nice to reduce the Hilbert space again to a two level system so that we
can use the results obtained previously in the Cooper pair box. A elegant way to separate
the Hamiltonian in an effective Hamiltonian H,y; and an remaining Hamiltonian Hj.cp, is
by applying a canonical transformation

95,541 . g . 95,541 . S t
H = ¢ 3y DU H-C-He(Zj oLl Gl-Hee,)
as demonstrated in [9]. Similarly to the Cooper pair box the effective Hamiltonian takes
the simple form

1
Hepy = h <X(aTa +3)+ w;) 0: + hwyala.
In the effective Hamiltonian we have used the renormalized frequency
w; = Wr — X12/2'

The effective dispersive shift is
X = Xo1 — X12/2

with the dispersive shift for the jm transition given by xjm = g?,m /(Wjm — wy). These
renormalized frequencies and the effective shift take the higher energy levels into account.
For more details we refer to [9].

2.7 Measurement process

In this section we will describe how the readout of the qubit state is realized.

As mentioned above the resonator is a superconducting coplanar wave guide, which
is capacitively coupled to a wave guide, for driving the resonator, and to an other wave
guide, for readout. Dividing the resonator into infinitesimal elements allows us to rewrite
the resonator as a LCR circuit [24] (Fig.[2.8)). The transmission as a function of frequency
has has the well known Lorentzian shaped resonance

(WT)Q

M= P a T oy
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Figure 2.8: The left picture shows a transmission line. The right picture gives an equivalent
network for the transmission line. The pictures are taken from [24].
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Figure 2.9: The left plot shows the transmission of a microwave passing through the
resonator as a function of the frequency. The resonance for the ground state (blue) is
shifted by x toward lower frequencies and the resonance for the exited state is shifted
by the same amount toward higher frequencies. The other graph gives the corresponding
phase. The pictures are taken from [1].

with half width at half maximum equal to w,/(2Q), where the resonator quality factor is
Q. The phase of the transmitted microwave on the other hand has an arctan dependancy

2Q(w — w))

o(w,w,) = arctan (
Wy

and picks up a phase shift of 7 when the frequency passes through the resonance. This is
total analogous to optical cavities.
As we have seen by deriving the dispersive limit of the Jaynes-Cummings Hamiltonian

the presence of the qubit induces a AC Stark shifts (%aTch) of the resonator’s bare

frequency by +x depending on the qubit’s state. This yield the response as given in
(Fig. [2.9).

If we measure the amplitude of the transmitted field at the resonator frequency wj),
we can find maximal transmission coefficient for the qubit in the ground state and minimal
transmission coefficient for the qubit in the excited state (Fig. 2.9). On the other hand
if we measure at bare resonator frequency we can find a maximal phase shift 2¢, with
phase —¢ for the ground state and ¢ for the excited state. For an arbitrary measurement
frequency w we can find the measurement operator

1—o0,
2 )

M = (p(w,wr + X) — (W, wr — X))
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where we have set the phase for the ground state equal zero. It is pointed out that
this measurement operator M commutes with the Jaynes Cummings Hamiltonian H j¢.
Therefore the measurement is invariant under the time evolution and we call it quantum
non demolition measurement.

2.8 Decoherence

So far we have assumed that the qubit cavity system does not interact with the environ-
ment. In this section we will discuss time evolution of the qubit in an open system.

As explained in the appendix if our system is open, the time evolution of the
density matrix is not given any more by the von Neumann equation but by the Master
equation. Since we have a two level system the Lindblad operator will consist of maximally
4 super operators. One of the super operator ([H,.]) comes from the Hamiltonian H for
the closed system, one (L[a]) satisfies the fact that our cavity looses photons over the
capacities Cjy,/Cout, one (L[o_]) takes into account energy relaxation of the qubit and the
last one (L[o,]) describes acquisition of a random phase. The Master equation is then
given by [29]

dp i

)
— = H,p|+ kL +vLlo_|p+ —Ll|o.|p,

The super operators L[A] are defined by
1 1
L[A] = ApAT — 5ATAp — 5pATA.

This differential equation can be solved by changing into the Liouville space.
For the energy relaxation the ultimate limit would be given by the Purcell effect. The

2
energy relaxation rate is then determined by ~, = /@% [9]. Most recently the limit of T

due to the Purcell effect has been achieved experimentally [30]. In [9] it is estimated that
high frequent charge noise yields to relaxation times 77 as long as 1 s this is basing on
the charge noise insensitivity of the transmon and the fact that the noise has a 1/f be-
havior. Previously we have seen that the Josephson energy and hence the qubit transition
frequency is depending on the flux through the SQUID loop. High frequency fluctuations
in the magnetic field may cause a decay as well. In [9] an estimation for 77 can be found
of the order of micro seconds (depending on the flux).

The dephasing 75 can be caused by several effects we will now discuss two on them.
According to [9] the most important noise factor is given by current noise through the
Josephson junctions and 75 is supposed to be on the order of few us. Current noise
comes from trapping and releasing of charge in the Josephson junctions, which changes
the Josephson energy and hence dephase the qubit. Another noise source is low frequency
noise in the magnetic field. In this regime the qubit is adiabaticly detuned from resonance
and no energy relaxation is induced. Since the qubit is randomly detuned it will pick up
an additional phase. However current samples have 77 and 75 well below the estimated
values.
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Chapter 3

Tomography of single qubit states

I will here discuss the tomography of one qubit. This is important because it proves that
tomography in principle works in our system. Furthermore, there are many interesting
phenomena which can be observed on one qubit that require tomography. In addition it is
important to determine the fidelity of one qubit gates i.e. the phase and Hadamard gate,
if we want to use the system for quantum information technology. Moreover, single qubit
operations like Rabi oscillations and Ramsey fringes are nice experimental demonstrations
of the ability to manipulate quantum mechanical systems. Besides that, conclusions made
in this chapter will be useful to implement tomography on several qubit systems.

3.1 Theory

This section gives a theoretical introduction on tomography for one qubit. State tomogra-
phy can be explained in a very intuitive picture using the Bloch sphere. In the Bloch sphere
picture operations are isomorphic to affine mappings of the Bloch sphere onto itself. A
mathematically more convenient picture, which uses density matrices, will be discussed in
some details. In addition we will discuss the L norm and the fidelity, which both measure
the distances between quantum states, which is important if we want to discuss deviation
between theory and experiment. Furthermore, we will also derive a measurement process,
which can be performed even if the tomography pulses are unknown operations. Once we
understand state tomography we are enable to do process tomography.

3.1.1 Bloch sphere picture for quantum state tomography

The Bloch sphere picture is a very illustrative way to describe the state of a qubit. The
Bloch sphere is a picture which identifies an arbitrary density matrix p with an point
on/in the unit sphere (Bloch sphere). However, as we will see the mapping is not strictly
unique. Nevertheless, this picture is sufficient for almost all applications. Furthermore,
the Bloch picture allows us to visualize the outcome of operations on an arbitrary state.
This is especially useful for an intuitive understanding.

The Bloch picture can be introduced by some simple thoughts. The wave function of a
two level system is given by |¥) = a|0) + b|1). The normalization condition and the fact
that the eigenstates are orthogonal yield the property 1 = |a|? + [b|2. It is convenient to

23
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parametrize a and b in spherical coordinates a = €% cos (g) and b = e"¢'® sin (g) In this
notation 6 is the azimuthal angle, ¢ is the polar angle and ¢ is a global phase, which is of
no interest since ¢ is annihilated by forming the expectation value. It can immediately be
seen that all these points lie on the surface of a three dimensional unity sphere, the Bloch
sphere.

Now we will show that simple operations on an state can be described in the Bloch
picture by rotations. If operations, with exception those describing interactions with the
environment, are applied on an arbitrary pure state, the resulting state will be again a
pure state. In the Bloch picture, an operation on a point on the Bloch sphere gives again
a point which lies on the sphere. As it can be looked up in any book on linear algebra
the set of operations which maps linearly the unit sphere on it selfs and conserves the
orientation is given by the rotation group SO(3).

As mentioned above this simple picture is not totally true. Operations on a state in
a two level system are described by SU(2). On the other hand SU(2) is not isomorphic
to SO(3) but SU(2)/1d = SO(3). Therefore, rotations of 27 pick up the phase —1, hence
rotations have to be at least 47 to reproduce the identity. However, in most cases this
additional phase is not of interest, an example where it is obtained is given in [31].

Now we will illustrate the tomography process, in the Bloch sphere picture, using the
tomography pulses id, (%)gc and (g)y The id pulse is just a identity operation on the
Bloch sphere. The (g)x and (g)y pulses on the other hand transform the qubit’s state in
to the equally super position state |0) + [1) and |0) + ¢ |1). This pulses will also be used
for our experiment.

We want to determine the state [¢)) which is equivalent to the Bloch vector r =
(rz,7y,72). It is important to mention that this state can be reproduced as many times as
we like. Therefore we can perform measurements several times, average the outcome and
estimate hereby the expectation value. The measurement defines our quantization axis,
which is chosen to be the z axis.

Applying the first tomography pulse, which is the identity, and measuring the expec-
tation value is equivalent to projecting the the vector r on the z axis.

l—cos(g) 1=,
2 2

e =11 = |1 (al0) + 8 1) = b2 =sin () =

This yields perfect knowledge (up to statistical uncertainty) of the p, component of the

Bloch vector. Omn the other hand a maximal uncertainty in the r, and r, component
remains due to the Heissenberg principle see Fig. [3.1

Additional rotations on the Bloch vector give the opportunity to determine the other

components of the Bloch vector (7, ry). To determine the 7, component we apply first

a R, (%) rotation around the y axis. This rotation maps the Bloch vector (ry,ry,7,)

on (r;,7y,—7z). The measurement of this new state yields p, = H% Analogously a
R, (%) rotation gives (rz, —r,,r,) the response p, = 1_2”. These three rotations and

coresponding measurements determine the initial state of the qubit up to a statistical
uncertainty coming form the measurement process.

Following the discussion given in [6] we will now describe processes which take inter-
actions with the environment into account. This can be done in a elegant way using the
Bloch picture. During a decoherence process points from the surface of the Bloch sphere
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Figure 3.1: The pictures show the tomography on a qubit. On the left hand side the
qubit state, which is indicated by the red vector (Bloch vector), is illustrates. The average
of the measurement is then given by the projection on the quantization axis (z axis),
which determines the r, component. However, due to Heisenberg’s uncertainty principle
a maximal indeterminacy in the r, and 7, components remains (black circle). On the
right hand side the Bloch vector is rotated around the y axis by 5 before performing the
measurement (yellow circle). This gives the opportunity to determine the r, component.

will be mapped into the inside of the Bloch sphere. This processes can be described by an
affine function which maps the unit ball into itself.

ri— Ar+¢

here A is a real 3x3 matrix and € is a translation. The exact form of this mapping can
easily be found by using the operator sum representation and changing into the Bloch
vector picture or can be looked up in [6]. Using polar decomposition the matrix A can
be written as A = OP with O € SO(3) an orthogonal matrix and P a positive definite
matrix. The transformation as written above has now a very intuitive meaning: first
the positive definite matrix P deformes the Bloch sphere according to 77 and 75 and
the additional orthogonal matrix O rotates the Bloch sphere in respect of dephasing and
finally the translation ¢ shifts the whole sphere which satisfies the relaxation T7.

3.1.2 Alternative picture for quantum state tomography

Doing QST in R? maybe intuitive and geometrically simple but calculations become math-
ematically difficult. Furthermore the Bloch sphere picture breaks down if entanglement
is taken into consideration. However, if operations are done in SU(2) the mathematical
tools stays rather simple and an upscaling can be done easily.

If we want to fully describe the state of a qubit the density matrix has to be determined.
The density matrix p is a hermitian 2x2 matrix, which is positive definite and has trace
1. In the basis |0) = (1,0)T and |1) = (0,1)7 the density matrix has the form
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Figure 3.2: The picture shows systematically how the set of Bloch vectors evolves if
interactions with the environment are taken into account. Here the starting set is indicated
as the set of pure states (semi transparent ball). After applying an affine transformation
a codomain, which is represented by the cigar shaped surface, can be obtained. It can
be seen that this transformation contracts and rotates (Red lines) the initial set. The
resulting codomain will not be a set of pure states any more (|7] < 1).

< Poo  pPo1 >
P10 P11

Since the trace is always Tr(p) = 1, the density matrix’s entries have to satisfy the
condition pgg + p11 = 1. A more elegant way to write the density matrix is given by
p= % 1+ Zk:x,y,z rkak), where Tr(p) = 1 is already taken into account and o} denotes
the Pauli matrices. The vector 7 is equivalent to the Bloch vector.

The task is now to determine . The measurement operator o, yields the equation pg =
Tr(p|1)(1]), which measures r,. Where p is the expectation value for the measurement.
Two more equations can be found by applying known operations U on p. Examples and

a good choice of Uy, will be discusses later one in this section. In total this yields a system
of linear equations

| pk = Tr(UrpUS 1) (1)) [r=0.1.2 -

If the rotations have been chosen in a proper way this system of equations will have kernel
zero. It can easily be seen that a rotation of the density matrix is equivalent to a rotation
of the measurement operator since the trace is commutative

i = Tr(UspUf 1) (1]) = Tr(pUJ 1) (1|Uy).

Again it is pointed out that the operation U has to be known. For simplicity we assume
that 77 and 75 are negligible on the time scale rotations are applied.
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The Hamiltonian, which describes operation on the qubit, is given by the Jaynes
Cummings Hamiltonian, written in the rotating frame, for the dispersive limit

1 W t
Hyot =N (X(aTa + 5) + % - dr21VG> 0.+ hgmA( ) (ex(t)os + €y(t)ay) +

+h (e:(t) + €y () (@ + a) + I (wr — Wypive) a'a

The low anharmonicity of the transmon is taken into account by introducing the renormal-
ized frequencies w,. = w, — x12/2, with the effective dispersive shift x = xo1 — x12/2, see
[9]. The first term represents o, rotations and can be chosen to be zero if the frequency of
the driving pulses wq iy matches the qubit transition frequency plus the AC stark shift
and the Lamb shift, the second therm represents o, and o, rotations and can be controled
by the envelope €, and €, of the driving pulse, the third term represents a population of
the cavity and the last one stands for the energy of the field inside the cavity. However,
for the tomography pulses just the first two terms are of interest. Therefore, we rewrite
the Hamiltonian for operation on the qubit as

hA R, RS,

M=yt oty
- f 1y, wa _ “drive : . C 2g01€(t)
where A = x(a'a + 3) + % 5 is the detuning from resonance, ; = =~ and

\/$22 4 Q2 is the Rabi frequency.

The Von-Neumann equation determines the density matrix’s evolution % = [H,p].
For piecewise time independent Hamiltonian the evolution is given by

i

p(t) = Texp [—h / dt’H(t’)] pTTexp [; / dt’H(t’)]

: et ]
= ex i— At exp |i—At
n—lg..,N b [ h ! g n—N,ll\:[L...,l g h ! 7

where T is the time order operator and the system evolves under the Hamiltonian H,, for
the duration At,.

Now that we know the qubit evolution under a driving pulse we can write down the
system of equations | py = TT(UkpU,I\U(l]) lk=0,1,2. In absence of decoherence we can
write a sequence of operations on the qubit by one unitary operator

U,{,‘(QZ’JC? Qy,k7 Ak) = exp |:Z Ladd + ;};lo-y i s T

Using the properties for the Pauli matrices we can write the operator in the intuitive way

U = idcos () — i - 7isin (§2)

where 1 is the Rabi frequency \/ Ai + Q?E et Qz i and 77 is the rotation axis. The system

of equations greatly simplifies if we parametrize the density matrix by
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p= % (1 =+ Zk:%y’z rkak). The quantities r are equal to the Bloch vector components.
The system of linear equations can easily be solved by using the identity py — pré€r and
T, — L€ (the vector € is the unity vector with 1 at the kth position but zero elsewhere)
and we obtain

Qusin 02 402 | —Quasin /02,402, 2 2
- - - = —cos /€ + Qy 1
\/Qx,l+ﬂy,1 \/QJL‘,1+Qy,1 ’
L 1| Qsin \/93‘2—5—95’2 ~psin /02,402, cos. S 1P - e+ & + &5
P=5 Ny NGAETT @2 Ty 2 '
x,2 y,2 x,2 y,2
Qasin 02,402, —Qusin /02 4402 2 2
2 2 2 2 —cos 95&3 + Qy73
\/Qx,3+ﬂy,3 \/Qw,3+Qy,3
A

The solution is then simply given by

. _1,. €1+é +es

The condition for a complete set of tomography pulses is then equivalent to the condition
det(A) # 0.
For illustrative purposes and because the experiment will use Id, (gx) and (gy) pulse
the tomography procedure will now be explained in more details for this kind of pulses.
The unknown density matrix p = % (1 + Zk:m“z T‘kak> has to be determined. Ap-
plying no pulse yield the equation

1—o, 1—o0, 1—1r,
=T =7r |1 -
po=Tr(p )=Tr + D ok 5 5
k:Z‘?y?Z
where the property o,,0, = (€m0 and the relation [1)(1| = 157 has been used.

For the 7 pulse the expectation value is given by

B O, /2 7o /2.1 1—0,
px—TT(exp[ i t} pexp [z 5% t] 5 )

211 2 11—
pe =Tr | exp [—zm;“%/ t} B 1+ Z TR0k | exp [z 7“72%/ t] 2UZ
k:%y,z
. 1 - UZ . 1
pr=Tr | (1+ioy) (1-— mx)§ 1+ Z TR0k
k:I,y7Z
1+7r,
Dz = 2

Where in addition the property [0, 0] = Onm and the useful feature exp [—i%&' . ﬁ] =
cos [%] 1—isin [%] o - 1 has been used.
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Analogously it can be found for the (g)y pulses that

1—ry
2 )

Py

This measurement process fully determines any arbitrary state. For this case the A1
0 O

0
1
0 —3

matrix takes the simple form A~! =

S O
N[

3.1.3 Distance between density matrices

After measuring the density matrices it would be good to have a quantitative measure
for the difference between the measured and the theoretical expected state. In quantum
information the Ly norm and the fidelity are the two most widely used measure for distance
of quantum states. All in all the fidelity is a more often used method to calculate the
distance between two states. On the other hand the L; norm remains a norm on the space
of the hermitian matrices with trace one, where the fidelity can only be used for density
matrices. In the following section we will describe the properties of the L1 norm as well
as the fidelity. The discussion is following ideas from [32] and [33].

L1 norm:
The L; norm between the states p® and p® is defined by

D@%ﬁ—;”@f—fo—;ﬂ<¢W—WWW—wO-

This definition fulfills all requirements for being a metric; it is positive definite D(p®, p®) >
0 with D(p%, p?) = 0 if and only if (iff) p® = p°, is symmetric D(p%, p¥) = D(p®, p*) and
satisfies the triangle inequality D(p?, p®) < D(p?, p¢) + D(p®, p°). A proof for these three
properties of the L; norm and therefore a proof that L; is a metric can be found in [32].

The definition of the L norm is motivated by the classical L; norm of two probability
distribution {p,} and {g.} given by D j,csical®:q) = 3T7(>, Ips — ¢z|). For the case
where the matrices p® and p? commute the classical and quantum mechanical definition are
identical. We can see this by diagonalizing the matrices simultaneously p®? = UTD%U

and we end up with the relation 177 (|p® — p°|) = 377 (\/UT(D“ — DYf(De — Db)U>
= 47 (UTV/(D* = D)D"= DU ) = § o [N — M.

-2 2
In the case of one qubit we can use the Bloch picture and the L; norm becomes

)| |
D(pa’pb):K 1 ) |:| 5 |’

since the eigenvalues of 77 are 7. The norm is equal to half the Euclidean distance of two
points on the Bloch sphere.

In addition the L; norm has the useful property of being a metric even if we expand
the definition to all hermitian matrices with trace one. It is important to have a metric
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which is valid for arbitrary hermitian matrices because the tomography process will yield
matrices which do not have to fulfill the requirements of being positive definite.

Fidelity:
The fidelity is the most widely used measure for comparing different density matrices.
The fidelity is defined as

F(p*,p") =Tr ( \/ﬁp”\/ﬁ) :

In fact the quantum mechanical fidelity becomes equal to the classical one for the case
where p® and p? commute.

The fidelity is symmetric and has values between 0 < F(p?, p*) < 1, with equal zero iff
p® and p® are lying in orthogonal spaces and equal one iff p® = pP. The fidelity is almost
a metric. The quantity arccos (F(p“, pb)) on the other hand fulfills all requirements for a
metric. For one qubit the quantity arccos (F (p?, pb)) has the intuitive meaning of being

an angle between the two Bloch vectors r¢ and rb. And we can immediately see that there
is a close relation between the fidelity and the L; norm, at least for two one qubit density
matrices. For the case of a pure state the fidelity is given by

F(p, |W) (¥) = Tr W(Ei (0] | Wi} |90) (i) 1w) <\m> = V{T[p]D).

In this case the fidelity is the square root of the overlap of the pure state |¥) (¥| and an
arbitrary state p.

However, if we take the fidelity of matrices, which are not density matrices, the fidelity
can become negative or larger than one. This makes it unfavorable for matrices, which
are calculated by using a linear tomography procedure. As we will see later the most
likelihood procedure yields density matrices and the fidelity can be used as a measure of
the difference of two states.

3.2 Experimental setup

We will now discuss the experimental setup which has been used to perform all one qubit
measurements, which are presented in this thesis. The sample consists of two transmon
qubits [9], which are capacitively coupled to a microwave resonator. The transmon qubits
are localized on each end of the resonator. The magnetic flux, which tunes the qubits is
generated by two different coils. One of the coil has a inner diameter of 4 mm and couples
in good approximation to only one qubit, where the other coil has a diameter of 16 mm and
couples to both qubits. Adjusting the current of both coils gives the possibility to tune the
flux through the two qubits individually. The qubits have coupling rates of g4 = 133 MHz
and gp = 134 MHz, Eﬁl = 35.112 GHz and EJJB = 37.632 GHz, £ = 331.7 MHz and
Ef = 232.54 MHz. The microwave resonator has on both ends a one plus two finger
capacitor. The circuit is made of niobium on a sapphire substrate. The bare resonator
has it’s fundamental mode at 6.441 GHz and has a quality factor of roughly @ = 4000.
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Figure 3.3: The picture shows the mask design, which was used to fabricated the resonator.
The horizontal meandering line is the resonator, which is terminated on both ends by a
one plus two finger contact. The signal is measured in transition. On each end of the
resonator (middle of the 8 crosses) a transmon qubit is placed. Each transmos qubits is
capacitively coupled to a separate charge gate line. These individual gate lines allow a
individual manipulation of the qubits.

Operations on the qubits are done by using charge gate lines. A gate line is a wave
guide, which is capacitively coupled to the reservoir of one of the qubits. The fact that
the charge gate line is only coupled to one qubit gives the opportunity to manipulate the
qubit individually. Each gate line is then connected to a microwave generator for driving
the qubit. Between the generator and the gate line a mixer is implemented. The mixer
modulates the amplitude and the phase of the microwave pulse.

It is important to make sure that no microwave field is exciting the qubit via the gate
lines, if no drive pulse is applied. There are two possibilities to ensure that. The first is
to turn off the microwave generator the second is to bring the mixer in the point where
it fully blocks the drive field. Turning off the microwave generator sounds easier but it
turns out that the mixer needs a continuous drive field to work properly. Therefore, we
have to use the mixer to block the microwave field from exciting the qubit. However, the
mixer is not linear and has an offset in I and (. The problem of the mixers nonlinearity
can be solved by calibrating the mixer as describes in the appendix The offset can be
removed by adding a constant voltage to the pulse sequences. However, to achieve a good
on/off ratio the offset in I and @ has to be adjusted up to 100 pV. Unfortunately the
used arbitrary waveform generator (AWG) has only a 1 mV voltage resolution. Therefore,
additional voltage sources with smaller step size were connected in series with the AWG. To
determine the offset the mixer’s output has been measured by using a spectrum analyzer.
The mixer’s minimum can then be found by minimizing the output power as a function of
the I/Q offset. However, if the spectrum analyzer is removed from the mixer a change in
the potential at the mixer’s output will occur and result in a shift of the offset. Therefore,
the spectrum analyzer has been integrated into the setup as one can see in Fig.
For an input power of 14.5 dBm we can obtain a leakage of P,;y < —95 dB. This is
quite good especially if we compare it with the attenuation of P;_55, v < —20 dB
which is at the usual operation point. This already shows that the mixer’s on/off ratio

P
(I:%ﬂ?ﬂv ~ 75dB) is good. To estimate the population of the excited level (for a closed
0

mixer) we can use the simple formula

dP, Pe
dt Qleakagepg . Qleadiagepe T
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Figure 3.4: The graphic shows schematically the measurement and control circuitry. The
signal generation for measurement and control pulses are pictured in the top left corner
and the readout and calibration output are placed in the top right corner. The different
temperature stages are indicated by color. The graphic shows all filters, attenuators and
amplifiers. The two coils which have been used for individual detuning of the qubits are
depicted on the side of the image.
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Figure 3.5: The graph shows the measured population of the excited state if a 7 pulse has
been performed with backup pulse (blue) or continous driving of the mixer (red).

where P, is the calculated population of the excited, P, is the calculated population of
the ground state, Qleakage is the Rabi frequency caused by the mixers leakage and 77 is

the qubit’s decay rate. If we use the steady state condition dge = 0, the normalization

condition P, = 1 — P, and if we assume that the Rabi frequency caused by the mixer’s

P
leakage is given by Qleakage =Q1.0)\/ %, we can find a population of the excited
state which is

pleakage - gos,
To check if the population of the excited state is small we can measure the total phase
shift of the response of a m pulse. The results for continuous measurement is plotted in
Fig.[3.5] If the leaking of the mixer populates the excited state we will register a smaller
phase shift after applying a 7 pulse. The ratio of the phase shifts for the operation pulse
without backup pulse, which switch the microwave resonator on and off, and the operation
with backup pulse is than given by

Pno backup

=0.92 +£0.12.
‘Zsbackup

This is in agreement with the calculated value. We can conclude it is possible to block the
drive pulse by turning the mixer off without changing the power of the applied microwave.

3.3 Experimental approach

Here we explain how the measurements were performed. We will first show that dephasing
processes can be neglected in good approximation for the performed experiments. Then
we talk about the way the measurement pulses were applied and averaged. In the following
we will explain how the measurement process was done. In addition we will explain how
the calibration process for the tomography pulses was realized. And finally we will give an
error estimate for systematic and statistical errors of the tomography. This section differs
a lot from the experiment for two qubits, which will be discussed later.
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Dephasing process

It would be convenient, if we could neglect all dephasing processes, which occur during the
tomography process. Therefore, we analyze the influence of 77 and 75 on the tomography
process. If we take interaction with the environment into account, the evolution of the
qubit is not anymore described by the Von Neumann equation but by the master equation,
which is a direct consequence of Markovian processes and the operator sum representation
see appendix The master equation is than given by

d i 1 1
P — Z1Hp)+ > (LupLl — sLiLup — pLiLy )
dt h = 2 2

where the Markov approximation M,,(t) = v/tL,, has been used. This differential equation
can easily be solved by changing into the Liouville space.
From measurements of T7 and 75, which were done independently, we know that qubit

A has T} ~ 380 ns and T3 ~ 400 ns and qubit B has T} ~ 380 ns and Ty == 440 ns. An
upper limit for the error, which results from neglecting decoherence, can now been found
by

max | PLindblad ~ Pv.Neumann |

|rl=1 Py Neumann

For pulse length of 7 = 20 ns we can find an error that is 0.03, 0.029 respectively. This is
of sufficient accuracy for our measurements.

Applied pulse sequences

The microwave pulses for controlling the qubit state are shaped by putting a continuous
microwave field through a I/Q mixer, which modulates the amplitude and phase of the
output field. The mixer does this modulation by applying a DC voltage to two different
channels 1/Q. For further detail see Section The pulse sequences for the mixer 1/Q
port have been generated by using a arbitrary waveform generator (AWG) AWG5014
from Tektronix. The AWG has a 10 bit resolution for the amplitude of the output voltage
and a 1 ns time resolution. The AWG loads the pattern files which determines the pulse
sequences. The AWG then runs each pattern file once. After running all pattern files the
AWG repeats the process several times and averages. One pattern file consists of a file for
the I and one for the Q channel and a trigger file that turns on the microwave generator
for the measurement if the measurement has been done pulsed. In addition there would
be the possibility to implement an additional file that turns one the microwave generator
which drives the qubit.

Measurement process

The measurement process was either done continuous, which means that the resonator has
always been populated with photons (at the resonator frequency wres), or pulses, which
means that the measurement photons are only in the resonator if we do a measurement.
Continuous measurement has the enormous drawback that the measurement photons will
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Figure 3.6: Schematic picture for the pulse sequences. The blue pulse is the measurement
pulse and the red is the operation pulse. The left picture shows a continous measurement
where the right one shows a pulsed measurement.

cause an AC Stark shift. This can be seen by writing the Jaynes Cummings Hamiltonian
in the dispersive limit

1 w
Hjc~h (w; + XO'Z) <aTa + 2) + h%az

The AC Stark shift is represented by the term fixo.afa. Since the Hamiltonian depends on
the photon number a'a the eigenenergies will vary, if the photon number fluctuates. This
fluctuations will cause a random phase shift which will yield decoherence [34]. Therefore,
the photon number in the resonator and hence the measurement power has to be kept low.
On the other hand the signal-to-noise ratio increases proportional to the measurement
power and measurement time. This fact requires a large averaging if the measurement is
performed at low power.

Even though that this is an enormous drawback for continuous measurement it has the
clear advantage that we can observe the qubit before, while and right after applying the
operation pulses. However, in most cases the operation pulses are much shorter than the
cavity response and the resonator is only virtually populated by photons from the operation
pulses. The two different pulse sequences for the cases of continuous measurement and
pulsed measurement are shown in Fig. |3.6

As discussed previously, the phase shift of the transmitted microwave is determined
during the measurement process. Due to energy relaxation the phase signal will decay
exponentially in time (on a scale of T7).

On the other hand the expectation value for the population of the excited state py =

Tr (U,I [1) (1] Ukp) is proportional to the measured phase pr x ¢(t = 0) shift. This can
easily be seen by the fact that the expectation value for the phase shift is given by

o =1Tr (Ug% 1) (1 Ukﬂ) = ¢opr,

where ¢q is the phase shift for the transmon in the excited state ¢y = arctan (‘;g"if;), X
is the effective dispersive phase shift, wyeqs is the measurement frequency and wq is the
resonator frequency.

It can be shown [29] that the optimal way to determine the quantity pg(t = 0) is to cal-
culate a weighted average over time. The optimal weighting factor f(t) = pj1y1 exp(—t/))

is an exponential decay with decay rate equal to the qubit decay rate A\. The weighted
average py is given by
e > f()p(t)

> [2(1)
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Figure 3.7: The graphic shows how the population of the exited is determined for different
pulse sequence (here in a Rabi experiment). The left graphic shows the measured phase
shift (blue coresponds to high phase shift) as a function of time after applying a pulse
(x axis) and as a function of the pattern file number (y axis) here indicated by pulse
amplitude. The middle picture shows the process for determining the initial population,
which is calculated by building the scalar product of the experimental points (blue) and an

exponential weighting factor (red) %. The last picture shows than the population
t

of the excited state as a function of the pattern file number (here pulse amplitude).

A simple calculation shows that pg(0) = pg(0).

o) (1) pi())=pr(0) exp(~t/7)
Jo~ f(t)?

This method gives us the opportunity to extract the population of the excited state after

performing an operation on the qubit. This process is illustrated for the case of a Rabi
process in Fig.

Manual calibration of the tomography pulses

We would like to use tomography pulses which are close to id, (g)x and (%)y The easiest

way to distinguish the amplitude for a (%) pulse is by performing a Rabi oscillation. Since
we are keeping the length of the tomography pulses constant we have to perform a Rabi
experiment with varying pulse amplitude. The pulse amplitude, which yields a popula-
tion of 50% of the excited state can be identified with the amplitude, which is required

for a (Z) pulse (see Fig. [3.10). However, this determines only the quantity |/Q2 + Q2

it does not state anything about the phase ¢; = arg(Q,; +i€,;) of the tomography
pulse. To ensure that the (%)gc and (g)y pulses are close to be orthogonal we take the
results from the mixer calibration, which is described in the appendix 5.4 The calibra-
tion data gives us the opportunity to determine a set of (I, @), , values, which have the
property of creating orthogonal pulses parametrized in the amplitude |Q7| (cos(p), sin(p))
and |Q7| (= sin(yp), cos(¢)), where the power has been parametrized be the quantity |Q7].
This procedure is pictured in Fig. 3.8

Even though the tomography pulses have been calibrated we want to eliminate slight
miss matches in the calibration. Therefore, we attach to the sequence file four additional

s s s

pattern files which create (§)_, (§)y’ (5),° (f)y and (g)yo (%), pulses. If now these four
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Figure 3.8: The graphics show the calibration procedure for finding (g) and 7 pulses used
for tomography. The plot in the lower left corner shows the voltage on the (I, Q) channel,
which is required to create orthogonal microwave pulses with variable amplitude. The
points were found by using a vector network analyzer. The population of the excited state
for the two branches was measured as shown in the graphics to the right and to the top
left side. The (I,Q) voltage for a tomography pulses is then determined by finding the
(I, Q) values, which corresponds to a population of 0.5, 1 respectively (red dashed lines).
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measurements have response 0.5 we can say with certainty that the tomography pulses
have been calibrated in the right way. If not this measurement gives the opportunity to
perform the auto calibration procedure, which is explained in the next Section [3.3.1

3.3.1 Auto calibration for tomography pulses

The tomography procedure described above is a simple and elegant way to determine an
arbitrary state. However, the approach discussed above requires that we know exactly
what kind of operations U, we have applied. What can be done if the operations U} are
unknown or have a systematic error? A method will now be introduced, which determines
the tomography pulses in the same run as the tomography process is performed. For the
further discussion we will call the process which determines the tomography pulses auto
calibration.

The idea of the auto calibration is to include in the measurement run a pulse sequence,
which determines the tomography pulses. The only requirement the pulses have to fulfill
is the assumption that they yield a system of equations, which has kernel equal zero.
Of course the accuracy can be increased if the tomography pulses have been chosen in
a optimal way. A description on the best choice for tomography pulses can be found in
[35]. As the discussion of the experiment shows it is especially easy to create an identity
pulse. Therefore, we have to determine only two more pulses U; and Us. If the system is
not detuned the Hamiltonian for the two pulses have the form Hy = S o, + hQ;,kUw
with & = 1,2. Since a global phase is of no interest [I] the Hamiltonian can be written
in the from Hy = h); 10, and Hy = hS; 20, + h{)y 20,. The task is to determine the
three amplitudes € 1, {2, 2 and €, 2. This requires three proper equations. If the initial
state is chosen to be the ground state, the time evolution of the density matrix is given by
p(t) = exp [—i 2k (t — t0)] |0) (0] exp [i£E (¢ — t9)]. The required three equations can now to
be obtained by measuring the pulse sequences U, Us and U;Us as shown in Fig. 3.9, The
resulting system of equations is than given by

piet = Tr (Uf[1) 11U 0) (0]

pt = Tr (UJ[1) (110210 (0]

psel = Ty (UgU1T|1><1|U1U2|0><OI)

This system is nonlinear but can be solved numerically. For this purpose a function

S (Qu1s U2, ) = (1 = T (Uf’1><1|U1‘0><0|>)2+

2 2
+(p2 =7 (U§|1><1\U2|o><0|)) + (p3 _ Ty (U;Ufy1><1|U1U2|o><oy))
has been introduced. Since U, are periodic functions in €2, 1, 2, 2 and €, 2 the additional

constraint Q1| < 27 and 1/9920,2 +Qy2 < 2m has to be satisfied. The function S in
respect to the given constraints can be minimized by using the option FindMinimum,
which is implemented in Mathematica6.0. The problem of finding local minima instead of
global can be avoided by choosing the starting point randomly.
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Figure 3.9: Systematic scheme of the calibration procedure. The purple line indicates the
pluses Uy and Us. The two pulses U; and Uy are different in phase (not indicated) and
different in amplitude, but have the same length of 20 ns. The blue pulse indicates, when
the RF field for the measurement is turned on and the cavity gets populated with photons
for measurement.

Error estimation

We can basically make out two different sources for measurement error. The first possibility
is that the (g) and 7 pulses are not properly calibrated. The second source is statistical
noise in the measurement process. Both of them will yield an error in the density matrix.
We will first discuss the error coming from inaccuracy in the tomography pulse and in the

next section we will talk about the influence of statistical noise.

Systematical error for tomography pulse:

Even though we found a way to correct errors in the tomography pulses it is more
convenient to assume that the tomography pulses are perfect (%) pulses. Therefore we
will now discuss how close this the tomography pulses are to perfect (g) pulses.

If we write the tomography pulses in the generalized way

Q Q
U (0,.0,) = exp (-2 TT LT,

it becomes clear that the error in the (%) pulses comes from an error in ;7. The expec-

tation value for the qubit in the excited state is then given by the A matrix
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Figure 3.10: The picture shows the population of the excited state as a function of the
pulse amplitude. This allows us to determine the power, which is required to create a 5
and 7 pulse.
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The error can than be estimated by

(Ar)~1\? DA\ ?
Ar, = A2 d A2
T = Zpl\/( anl ) z,l + aQyJ y,l

Mathematica can calculate this strait forward calculations easily.
As shown in Fig.[3.10|the ( ) and 7 pulses are determined by performing a Rabi pulse.

The accuracy for the (g) and 7 pulses are about AQLZ_Z: = 0.1. This error in ;7 will then

2 2
—CoST (2173 + Qy’3

yield an inaccuracy in determining the Bloch vector AT—:’“ < 0.05.

Statistical error in tomography:

Since we are measuring only for a finite time interval the measured value for p; has
a certain statistical error. If we assume that the measurement is Gaussian distributed
the standard deviation stdwy, o y/n. In principle this gives the possibility to do an error
estimation. The error in the Bloch vector is then given by A7 = Ad, with ¢ = (04, 0y,0).
For the measurement we can find for each measurement point a standard deviation of
o =~ 3.3°. However, the population of the excited state is calculated by using a weighted

average pr = » , fQ(t()t), where the weighting function is given by f(t) = exp(—t/A). This

yield a standard deviation for py of pr =~ 0.015. Again this measurements were taken with
approximately 1 photon in the resonator and 655350 times averaged. The error for the
Bloch vector can be estimated as % ~ 0.03. Even though, that this error seems to
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be of the same order as the systematical it is rather easy to reduce it by increasing the
measurement time or even better by increasing the measurement power by performing
pulsed measurements. The adventage of increasing the power is given by the fact that the
statistical accuracy is proportional to the measurement photon numbers but only to the
square root of the measurement time. However, if we would have done the measurement
in pulsed mode the error would have been smaller by an order of magnitude.

3.4 Experimental results

In this section we will discuss the results of the experiments performed on one qubit. First
we will talk about a two dimensional tomography procedure, which was applied on the
four different states |0), [1), |0) +|1) and |0) +¢|1). This has the motivation to show that
the system responds in an expected way. Next we will do state tomography, using three
pulses, on the same four states as above. For all the other experiments we will use three
tomography pulses. After that we will go on with tomography of a Rabi and Ramsey
experiment. This has the purpose to illustrate that the tomography procedure works. In
the end we will also perform a process tomography on a Hadamard gate.

3.4.1 Two dimensional Plots

As we have seen for the one qubit case a full tomography can be performed by using the
manipulation H = h{),0, + h),0,. Therefore, it is important to verify that applying this
operations will yield the predicted states. Since this Hamiltonian is just depending on €,
and ,, which is given by the power and the phase of the drive pulse, it is enough to check
the responses as a function of €2, and 2,. For this reason we measure the population of
the excited state as a function of 7€, and 72,. As starting states we use |0), |1), |0) +|1)
and [0) +1i|1).

For this experiment a microwave generator with integrated I/Q mixer has been used.
This microwave generator has the enormous advantage that the I/Q mixer can automati-
cally be calibrated in phase and amplitude.

Results:
The measurement response for such a pulse sequence can be calculated by

P (2, Q) = Tr (exp [_Z'(U;W]pexp [Z< ot y)q 1o >

The formula given above yields for the starting value |0), [1), |0) 4 |1) and |0) +74 |1) to the
expectation values which are plotted in Fig. The response for the qubit starting in
the ground and excited state is rotation symmetric. It can be proven by a simple straight
forward calculation that the expectation value p = T'r (U Tl_—;zUp) is rotational symmetric
if and only if the density matrix takes the values p = (1 +0,)/2.

If we assume that the preparation pulse has not been perfect we can obtain a response
similar to the one given in Fig. For the case that the qubit is driven at a detuned
frequency A = wo1 —wqyive the measured response will yield a response as give in Fig. [3.12
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Figure 3.11: The graphics show the population of the excited state (1] p|1) (blue popu-
lation zero, white population one). The prepared states from top to bottom are |0), |1),
|0) +]1) and |0) 4 ¢ |1). The left hand side is a simulation and the right hand side is the
measurement.
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Figure 3.12: The plots show simulations for imperfect preparation and tomography pulses.
The left plot shows tomography on a state with a |0) + b|1) where |a| < |b| and the right
plot shows the response for detuned tomography pulses.

If we compare the simulation to the experiment it can be recognized that the drive
frequency is slightly detuned form the qubit’s transition frequency. However, this is not
surprising since the measurement run took more than 7 hours.

Applied pulse sequences:

In the case of the microwave generator with integrated I/Q mixer, the mixer can be
calibrated automatically and the output of the microwave generator will have amplitude
x /I?+ @Q? and phase = arg (I +iQ). The I/Q channel of the integrated mixer can
be controlled by an external source which is in our case a AWG generator. Since a
measurement with all pattern files in one sequence file would consume to much memory
of the acquisition card shorter sequences of pattern files have been loaded in a row.

For the experiment the measurement have been done with a continuous measurement
field. The power of the RF generator has been set to a value equivalent to one photon
in the resonator. The measurement have been averaged 655350 times. The transition
frequency for the qubit has been at 5 GHz, which corresponds to w, — wp1 = 1.5 GHz.
The pulse lemgth was chosen to to 20 ns.

3.4.2 State tomography

Even though that the two dimensional plots, which are described above, fully determine
the initial density matrix, the measurement is not practical for application because it takes
too long to record it. However, as shown in the theory Section [3.1.2] it is sufficient to
apply three appropriate tomography pulses to reconstruct the qubit’s initial state.

To keep the pulse calibration simple we have chosen the id, ( %)x and (g)y tomography
pulses, see Fig. |3.14

Results:
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Tomography was done on the four different states |0), |1), |0) + |1) and |0) + i [1).
We assume perfect tomography pulse (the case of imperfect pulses will be discuss later).
This assumption is justified by reconstructing the driving pulses from the measurement
p1 = |UipUl 1) (1], p2 = |UapUd 1) (1]| and p1o = |[UsUypUSUS (1) (1] | which yield

operations given by

oo (073 069 o 0.69 —0.72 + 0.02i
Y=\ —0.69i  0.73 27\ 0.7240.02i 0.69 :
perfect L 1 —1 perfect L 1 -1
U; _ﬁ<l 1)2111dU2 _\@<1 1 .

This is very close to what would be expected from orthogonal (%) pulses. Therefore we
assume perfect (g) pulses.
The density matrices can be reconstructed by using the property

0

L 1
r=—

2

8 L €1t értes
1 2 '
0 o0 -1

(el SIS
N[ —

The density matrices for these experiments are plotted in Fig. [3.13

Since the density matrices have been determined by solving the linear system of equa-
tions the found matrices are not positive definite and calculating the fidelity would be
useless. However the L; norm between the theoretical and the measurement states can be
calculated and are found to be

I+0.
D< 2 7pz-d) —0.03,

1+ o0,
D (27p(7r/2)¢> = 0137

1
D <—;G‘y,p(ﬂ/2)y> = 0.05 and

For this case the L norm has the very intuitive meaning of being the Euclidean of the
points in the Bloch picture. These L1 norms are indicating the the states are quite close
together.

In the example above we have calibrated the tomography pulses well. It is interesting to
show that the tomography procedure also works with imperfectly calibrated tomography
pulses. However in that case an auto calibration procedure is required. For that reason
we performed another experiment, with less carefully calibrated tomography pulses. This
can be useful if it is not possible to calibrate th pulses perfectly.

If the tomography pulses are not perfect (%), we can take a systematic error of the
tomography pulses into account, if we use the auto calibration procedure, which has been
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Figure 3.13: The plots show the real part (first row) and the imaginary part (second row)

of the density matrices, which were found by tomography.
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Figure 3.14: The picture shows the pulse sequence for the tomography process. The first
purple pulse is for preparing the initial state (|0), [1), |0) + |1) and |0) +i |1)). The second
purple pulse for the tomography. The following pulse is for measuring (pulsed measure-
ment). For the case of continuous measurement the photons populate the resonator all
the time.

explained above. The density matrices for this states can then be reconstructed by using
the previously derived formula

Qusin /02,402 —Quasin, /02 102 B o
cos w1t 1
NG NOR ’ 4 54
, €1 Teé2Tres
Qy.28in 4/ 2+Q —Q 28in,/Q 2+Q p———————.
2\/1 2\/1 —cos,/Q?ﬂ—i—QzQ 2
\/Q:c,2+Qy,2 \/Qx,2+ﬂy,2 ’ ’

0 0 -1

-1

=
I

The results for this can be found in Fig. [3.15

If we do an auto calibration procedure we can reconstruct the density matrices without
loosing any accuracy. In addition we can compare the initial state with the measured state
by calculating the L; norm. We find

1
D ( i "Z,pid) = 0.015,

2
I1+o0
D (2587 P(w/2)w> = 0.11,

1+o0y
D < 9 7p(71'/2)y) = 0.11 and

1_
D ( 202,%> —0.15.

This is of the same order as we found for well calibrated pulses. However it can be still
important to apply a proper calibration, if we want to use (g) for the experiment (e.g. in
a Ramsey experiment or Hadamard gate).

In both experiments (with well calibrated and imperfect calibrated tomography pulses)
I used for the state preparation the same pulses as for the tomography. To create a one
qubit system the second qubit has been detuned to ® = 0.5®g flux quantum. The other
qubit, which was used for tomography, was kept at wg; = 4.955 GHz, which is equal to
wr—w01 = 1.5 GHz. In the first example the measurement was done pulsed with 8 photons
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Figure 3.15: The first row shows the real part of the measured density matrices, the second
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in the resonator and 3 10° times averaged. In the second example the measurement was
performed continuously, with one photon in the resonator and 6 10° times averaged.

Applied pulse sequence:

For the sequence file we need a part which can be used for the auto calibration and one
for the tomography. The tomography process on the other hand consists of a preparation
pulse and three tomography pulses. It can be seen that the sequence files consists of a
fourth tomography pulse. However, this pulse has not been used for this analysis. For

s

preparing the states id, (%)Z, (5)3, and 7 we use pulses similar to the tomography pulses.

A schematic picture of the pulse sequence is shown in Fig.
3.4.3 State tomography of Rabi oscillations

Now we would like to apply tomography on a Rabi oscillation process. A Rabi rotation is
one of the most simple process we can think of. As discussed above, the Hamiltonian for
interaction is given by

KO Rabi RO Rabi
RN
where the detuning has been chosen to be zero and ; = £¢;(t) as previously. The time

evolution of the density matrix starting from the ground state is then given by

H Rap;i - H Rapi
p = exp <—i1;ibt> |0) (0] exp <z };L b t>

2(1 2 2 (19249 ) sin(,/Q2+021)
. COS (th) 2,/Q2+Q2t
= (—iQ0+9y) sin(/Q2+02t) - (1 5 2) ’
2 /OR 02t sin QMt

where ¢ indicates the pulse length and Q =, /Q2 + QZ the pulse amplitude. It can easily

HRapi = Oy,

be seen that this density matrix corresponds to a Bloch vector given by

T
Q, sin (mt) Q sin (Q /2 + Qgt)
,— , COS (,/Q%%—Q%t) )
\/ Q2+ Q2 \/ 2+ Q2
In the Bloch picture this is a rotation around the axis (€, €y, 0)” with frequency wpray =

NG

Results:

To measure this Rabi oscillation we can perform Rabi pulses of different length and
reconstruct the state after the Rabi pulses by applying tomography. This yields the
result given in Fig. The measured Bloch vectors should lie on a circle. Indeed the
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Figure 3.16: The plot illustrates a Rabi experiment. Each of the points corresponds to
the qubit state after applying a pulse of different pulse length. The plot in the upper right
corner shows the points on the Bloch sphere for Rabi oscillations. The two other plots
indicate the projection on the xy-, xz- and yz- axis.
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measurements are close to the predicted circle (red). One can see that the Rabi circle is
neither lieing in the xz or yz plane. However, that is not an error in fact there is no reason
why that should be the case, it just happens because the Rabi pulse have been chosen as
arg (2 +14€),) = —21°. On the other hand we can see that the Rabi circle goes through
the ground state as expected.

We can already see the Rabi experiment is close to the theoretical trajectory. However,
it would be nice to check more carefully how well our Rabi experiment has been performed.
Therefore we calculate the Ly norm for each point in comparison to the theory. As we
have seen the Li norm is defined by

Parameterizing the density matrix by the Bloch vector and using the normalization con-
dition T'r (p) = 1 yields

1
Dr1(pexper, ptheory) = §T7" (‘,Oexper ~ Ptheory

‘Fpexper - Fptheory |

DLl(pv(S) = 9 s

where 7,; is the it" component of the Bloch vector for the density matrix p. This enables
us to determine the error for performing and analyzing a Rabi pulse. If we assume that
the Rabi pulse was created by a pulse with Arg (2, + i€,) = —21°, we can calculate the

Li norm DLl(ptheory’ pexperiment)' This yields in average a norm of

Dr1(Ptheorys Pexperiment) = 0-08 % 0.04

which is comparable with the error estimated in the discussion on tomography of (%)
pulses.

Applied pulse sequences:

The data have been measured continuously, with a RF power equivalent to one photon
in the resonator. The qubit’s transition frequency was at wg; = 4.9 GHz a detuning of
wr—wp1 = 1.5 GHz. In the measurement each pattern file has been averaged 655350 times.
The sequence file consists of pattern files with different Rabi pulse length. For each Rabi
pulse length three different tomography pulse have been used.

3.4.4 State tomography of Ramsey fringes

A more advanced example for time resolved experiments than the Rabi oscillations is a
Ramsey fringe experiment. In a Ramsey experiment we want to prepare a equally superpo-
sition state and then accumulate phase by a o, rotation. For this an off resonant (g) pulse
brings the qubit from its ground state into a equally weighted superposition state. Since

the operation pulse has been off resonant the term A = (X(aTa + %) + = — “’drTlve) 0z,

in the rotating wave approximation, is not equal to zero. The Hamiltonian becomes

A Q Q
H:h—az+h%+h Y

2 2 9 v
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Figure 3.17: This graphic shows the pulse scheme for tomography on a Rabi oscillation.
The purple pulse shows the tomography pulse, the brown pulse indicated the Rabi pulses
(the rotation angle is regulated by adjusting the length of the Rabi pulse) and the blue
indicates the measurement.

Therefore, a o, rotation will remain. If we now prepare such as superposed state and
measure it with a delay, we will register a state that has been rotated by tA, with ¢ the
time between the off resonant (g) pulse and the measurement. Since the experiment has
been performed on a long timescale we have to include decoherence T7 and T5. A common
way to solve this problem can be done by introducing the Lindblad operator and using
super operators, see Section However, we will use here a different approach. Since we
depict the system as Bloch vector we will use the phenomenological Bloch equations [36]
to describe time evolution of the qubit. In the rotating frame the Bloch equation for a
non driven qubit is then given by

dry Ty
Tz 1T AL
dt o Tem
dry r
YV Ay, — Y
dt "t T,
dr, B 1—r,
a T

In this case the last equation is already decoupled from the other two. It can immediately
be seen that the Bloch vector performs a rotation around the z axis with a frequency equal
to the detuning. The —T% term represents phase decoherence and causes a contraction
of the r, and r, component. The time evolution of the 7, component is determined by
relaxation of the qubit into the ground state and decays with a decoherence time 77.

Results:

As mentioned above we can perform a Ramsey experiment by applying a (g) pulse
on the ground state and do a tomography after waiting a variable time. This yields the
results given in Fig. One can see the predicted rotation around the z axis as well as
the effects coming from 77 and 7T5. To determine how accurate the Ramsey experiment
in combination with the tomography fit to the experiment we can again determine the L
norm. For the case where we fitted A = 40MHz, T7 = 800 ns and 75 = 420 ns the norm
becomes DLl(ptheory’ pexperiment) = 0.07 £ 0.04. This is again in good agreement with
the error form the discussion above.



52

CHAPTER 3. TOMOGRAPHY OF SINGLE QUBIT STATES

y \
R ]

-1 1

X
e e
e N e N
. AN

/ \ /

Jf'
0

Figure 3.18: The graphic shows tomography on a Ramsey experiment. The right upper
picture illustrates the points on the Bloch sphere for different time between the preparation
(%) and the tomography pulses. The other three plots show projection of the Bloch sphere

on the xy-, xz- and yz- axis. One can see how the Bloch vector turns around the z axis
to Tl.

and contracts due to T5. In addition one can recognize energy relaxation corresponding
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Figure 3.19: The schematic picture shows the pulse which were applied for a Ramsey ex-
periment. The brown pulse is a off resonant (g) pulse. The time ¢ between the preparation
pulse an the tomography is varied. The purple pulse indicates the tomography pulses.

It should be mentioned that for the initial (g) pulse the drive frequency has to be
detuned from the qubit frequency, because we want to obtain o, rotations. On the other
hand the tomography pulses should be on resonance to prevent additional rotations while
doing the tomography. However, the tomography pulses and the preparation pulse are
created with the same microwave generator. Therefore we can only perform slow o,
rotations. A possibility to apply a preparation pulse and tomography pulses at different
frequency is by using two generators and bringing the signal together by a combiner.

Applied pulse sequences:

The measurement have been performed continuously with a power equivalent to one
photon in the resonator. The data have than been averaged 600000 times. The sequence
file consists of pattern files which have different time length between the preparation (g)
pulse and the tomography pulse. A schematic plot of the sequence file can be seen in
Fig. [3.19

3.4.5 Process tomography

Now that we are able to perform state tomography with good accuracy we can think of
implementing process tomography.

Process tomography is a very useful tool, because it enables us to characterize op-
erations performed on the qubit. This is of importance if we would like to characterize
coherent operations, as for example in logical gates. Furthermore it gives us the oppor-
tunity to analyze incoherent operations like decoherence processes (77 and T») [6], which
are important if we deal with open systems. Hence process tomography makes it possible
to measure the Lindblad operators [6]. In addition a most likelihood procedure can be
implemented [37].

The goal of process tomography is to determine an arbitrary linear function £, which
maps a initial state of the qubit p on a final state p°* = E(p;;,). The linear function
FE has to preserve hermiticity, trace and positivity, if we apply E on an arbitrary density
matrix. This has to be satisfied since we are interested in a physical quantum map.

We know from theory (see appendix that any quantum map (even those which
describe interactions with the environment) can be written by the operator sum repre-
sentation. With N? operators, where N is the systems dimension, we can write the map
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by
E(p) = Y MupMi,

n<N2

where {M,,} is a set of operators, which fulfill the completeness relation

1= MM,
n<N2

The task is now to determine the operators M,,.

On the other hand we are free in choosing the basis {M,,}. Therefore we can chose an
arbitrary basis {M, }, with the transformation M,, = >, y2 a;M,. The quantum map E
becomes -

E(p) =Y _ Mj,pM;} aya;,. (3.1)
LT Xm,n

Since we have chosen the operators M/ the only unknown quantity is X m,, which is a
hermitian matrix. For the following we will call it the y matrix.

We will determine x in two steps. In step A we chose a set of density matrices
{p1,...,pn2}, which parametrize any state p. This allows us to write the expression
M{nij,';r by a linear combination of our set of density matrices {p;},_; n»

Mypi My, = > b33 i (3.2)
k<NZ2

The coeflicients b?,ln can be determined by algorithm known from linear algebra.
In step B we prepare experimentally the states {p;} 1. N2 and apply the unknown

process E, which yields to the new states {E(pl), ..., E(pN?)}. Using state tomography
we can fully determine E(p;). Again we can express the mapping of E(p;) by a linear
combination of density matrices {p;},_; 2

E(pj)) = D ¢jnpr- (3.3)

k<NZ2

By simple linear algebra we find the coefficients c; .
Now we are almost done. Inserting the two relations Eq. [3.2] and Eq. [3.3] in Eq.

yields to
. _ bn,m
Cjk = ik Xn,m-
n,m<N2

This is a matrix equation and we can immediately obtain x; . Even though that we have
now quantified the quantum map E by

E(p)=>_ M, pM}iXmn

m,n

we have not yet found the desired operator sum representation. However this can easily
be done. We apply a basis transformation U in such a way that U diagonalize x and we
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Figure 3.20: Schematic diagram of the pulse sequence, which is used for process tomog-
raphy. The purple pulses indicate the tomography pulses, which consist here of id, (g)x,
(g)x and 7 pulses. However for the analysis just three of the pulses were used. The green
pulse indicated the‘ id, (g)m, (%)z and 7 pulses, which were used for preparing the initial
density matrices p"”. The process tomography uses all 16 combinations of these pulses.
The process which has to be determined is pictured by a brown pulse. The readout is

indicated by the blue pulse.

can find
E(p) = Z Z (\/ Dr,zUz,nMrlL) P Z (\/ Dm,mU;7mMrJrn)7
z<N2n<N2 m<N?2
s e

where D represents the diagonal matrix similar to y. If the y matrix is in the diagonal
form, the diagonal elements tell us the weighting of each of the operators in the operator
sum representation. If x is not diagonal in the chosen basis, the off diagonal elements
show the correlation between the different operators.

Since we experimentally implement process tomography on one qubit, we will now
discuss the case for N = 2. A straight forward method to implement process tomography
on one qubit systems can be found in [6]. We have used this method for the following
experiments. In addition we will chose the pure states (1£0)/2, (1+0,)/2 and (14+0,)/2
since they are easy to be calibrated.

As an interesting example we can perform process tomography on a Hadamard gate.
A Hadamard gate consists of a (g) rotation around the y axis followed by a 7 rotation
around x axis. This process can be described by the operator

(1)

The Hadamard gate maps the ground and exited state on the equally superposed states
(10 + [1))/v/2 and (]0) — |1))/v/2. This forms with the phase and CNOT gate a set of
universal gates and is therefore used in many algorithms [32].

Results:
Similar to the description in the theory part the starting states for the process tomog-
raphy have been chosen as li;z, 1+2"””, H;y respectively. For the tomography we used

id, (%)z and (g)y pulses. The Hadamard gate has been realized by the pulse sequence

(m)y o (%)x shown in Fig. [3.21
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Figure 3.21: The scheme shows the pulse sequence which has been used for the process
tomography of the Hadamard gate. The brown pulses are the implementation of the
Hadamard gate. The first is a (g)y and the second is a 7, pulse. The Purple pulse is for
the tomography and the green for preparation pulse for process tomography. The blue

pulse indicates the measurement. Each of the pulses has a length of 20 ns.

For this implementation of a Hadamard gate we can measure for each input state the
density matrices of the output state as shown in Fig. [3.22

The process tomography, which we have implementation and is given in [6], uses the
basis set of operators given by {1, 0,,i0,,0.}. The task is now to determine the x matrix
in this basis. From the results shown in Fig. we can determine the y matrix (see

Fig. B-23) by

0.02 0.02 — 0.05; —0.01 —0.03i —0.01 —0.15i
| 0.02+0.05 0.43 0.01 —0.03i  0.42 + 0.03i and
Xexper = [ _ 01 40.03i 0.01+ 0.03i 0.06 0.02 — 0.02i
—0.014+0.15 0.42—0.03i 0.02 + 0.02i 0.49

0 0 0 0
[ 0o 05 0 05
Xtheory = 0 0 0 0
0 05 0 0.5

One can see that the basis {1, 0,90y, 0.} is not the canonical basis for the Hadamard gate.
The physical basis can be obtained by diagonalising the y matrix. For this we obtain the
operators

A — (0710150 0.61+0.03i A= 0:02-011i  —0.27+0.22i
=\ 0.664+0.055 —0.68—0.155 )/ > "'~ \ —0.07—0.17i —0.23—-0.117 / °

Mo — —0.18 +0.15¢  0.07 — 0.12¢ Mo — 0.09 —0.08:  0.04 — 0.08¢
27\ —0.04—-0.06i —0.18—0.1i ) > \ —0.1940.05i —0.02—0.08; /"

We can see that the operator My is close to the operator of a Hadamard gate, which is

supposed to be
0.71 0.71
i~ < 0.71 —0.71 >
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Figure 3.22: The picture shows experimental results of how four different input states
transform under the Hadamard gate as implemented above.
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Figure 3.23: The matrices show the real and imaginary part of the x matrix. The right
plot shows the experimental obtained and the left plot shows the theoretical predicted
matrix.
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Applied pulse sequences:

The measurement has been done pulsed and with a power equivalent of approximately
8 photons in the resonator. For each pulse the length has been chosen to be 20 ns.
For the experiment one of the qubit was kept at wp; = 5 GHz (w, — w01 = 1.4 GHz)
transition frequency while the other was set at the point with ® = 0.5 flux quantum.
The measurement was averaged 600.000 times. For state preparation and tomography id,

(g)x, (g)y and 7, pulses were used. As mentioned the Hadamard gate was implemented

by (%)w and 7, pulses. All this pulses are from the same calibration procedure. Each of
the pulses has a length of 20 ns which yields to a total length of 80 ns.



Chapter 4

Tomography of two qubit states

In this chapter we will talk about two qubit tomography. We will perform tomography on
different product states. The experiments show nicely how we can map out the density
matrix of a multi qubit system. Furthermore, two qubit tomography will be very important
if we want to verify the creation of more complicated and entangled states, e.g. Bell states,
or if we want to determine the fidelity of a CNOT gate. Moreover, we will implement a
most likelihood method, which is a way to find a density matrix that is most likely to
create the measured outcome.

4.1 Theory

In this section we explain theoretically how tomography on two qubits can be performed
in Circuit QED systems. The first section gives a short introduction into the measurement
process for two qubits. We will see this is more difficult than in the case of just one qubit.
The second section deals with how the two qubit state can be reconstructed using state
tomography. The last section is then introducing the most likelihood method.

4.1.1 Measurement operator

We will discuss the measurement operators, which are available in Circuit QED and how
this affects the tomography process. As we will see the system provides us with just one
measurement operator, which measure the transmitted microwave field of the resonator.
This is interesting because all the other qubit system give the opportunity to readout
each qubit individually. We can extract the phase and amplitude of the transmitted field.
Since the phase and the amplitude contain the same information the phase was measured
in all experiments. Nevertheless it could be desirable to combine the phase and amplitude
measurement to improve the readout fidelity. Therefore we will just focus on the phase
measurement operator.
Measuring the phase is described by the measurement operator given by

M = Z31’,g‘e{0,1}<l5ij |7a7> (JZ\ ,

29
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Figure 4.1: The left plot shows the phase shift of a transmitted microwave as a function
of the frequency for our two qubit sample. Since the two qubits have different y they will
have a different Lamb shift and the resonance at a different point. The blue curve shows
the response for the |00), the brown for the |01), the purple for the |10) and the green
for the |11) state. The right plot shows the phase shift normalized to the ground state.
The red dashed line shows a good measurement point, all three states (|01),/10),|11)) have
large signal. The red pointed-dashed line on the other hand shows the frequency where no
measurement should be performed since the A matrix becomes singular (see Section.

where (ij| = [;i). The phase shifts ¢ ; for the state |ij) (ji| is given by

¢;,j = arctan < il Ymeas T > ,
’ v + (1) xa + (1) xp

with 4,7 € {0,1} for the ground and excited state and x4 g the dispersive shift for qubit
A and qubit B, as shown in Fig. If the second excited level is taken into account,
which has to be done because of the small anharmonicity [9], x4, can be calculated by

XA,12
XA = XA,01 — 5

where x A mn stands for the dispersive shift from the m* and n' level. The dispersive
shift x 4,mn can be computed by using perturbation theory and gives

2
Imn

Xmn = 5
Wmn — Wy

where wyy,, is the transition frequency for the nt* and m' energy level. However, it turns
out that g,,, depends strongly on the magnetic flux ® trough the qubit loop. Therefore,
9gmn has to be computed individually for each detuning [38].

The measurement at the time ¢ gives the expectation value

¢(t) =Tr (Mp(t)),

which represents the phase shift of the transmitted microwave at t. In the case of one
qubit the measured phase shift is proportional to the population of the excited state p,
because ¢ = Tr (¢ |1) (1] p) = ¢p. However, this is no longer true for two qubits. It can
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easily be seen that different population of the excited state for qubit A and B can yield
the same phase shift.

We have just one measurement operator M, which measures the phase shift of the
cavity. In all the other physical realization of quantum computing the qubits can be
readout individually: in NMR different qubits have different frequencies, in ion traps
different ions have different spatial positions, in quantum dots different quantum dots
couple to different quantum point contacts and in superconducting flux qubits the readout
is realized in a variety of ways for single qubit readout. To our knowledge there is no other
system where the qubits are not read out individually.

In principle we could also introduce additional measurement operators and extract the
state for different qubits. A possibility would be to measure at different measurement
frequencies. Different measurement frequencies would change the phase shift ¢;; and
hence yield a different measurement operator M. However, we will see in the next section
that one measurement operator does not pose any constraints for doing state tomography.

4.1.2 Quantum state tomography using 16 pulses

As mentioned above, all other qubit systems are using single qubit readout. In contrast
we have to implement a technique which can determine the qubit state by using just one
measurement operator. Such a method can be found in [5].

For a 2 qubit system the density matrix is a 4x4 hermitian, positive definite matrix
with trace one. Hence, a system of equations has to be found which yields a unique solution
for all the 16 entries of the density matrix. A simple way to realize this is to apply a set
of 16 different tomography pulses, which yield a system of equations with kernel zero.

In the experiment both qubits are addressed independently over the gate lines. There-
fore, the Hamiltonian, which describes the two qubit system, in the rotating wave approx-
imation, can be written in the form [I]

1 wik Wﬁ ;
Hyot =h X(aTa + 5) + % - 7;“,6 0, ®id+

1 B B
+h (X(afa +3)+ % - Gh"gwe) id ® o+

A
g .
+hﬁ (e2(t)ow + €, (t)oy) @ id+

B
+h 0 id @ (B(t)o, + B (t)oy) +
+hJ (oL ®@o_+0_®o04)+
+h(e2(t) +ep(t) + el (t) + €2 (1) (ol +a).

For simplicity we have again used the effective dispersive shift x = xo1 — x12/2, w. =
wr — x12/2 and wp1 = w1 + xo1- In addition we have used the raising and lowering
operators o4. In the Hamiltonian the first two lines represent o, rotations due to off
resonant driving of the two qubits, the next two terms represent individual single qubit
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operations over the gate lines, the following term describes coupling between the two
qubits and the last term is skipped. For simplicity we rewrite the Hamiltonian as

Hyot = h (AAUZ @id+ APid® o, + (104 + Qy10,) @ id+
+id @ (Qu205 + Qyooy) +J (04 ®o_+0_R04)).

- i wh .
With the detuning frequency A’ = x(a'a + 3) + <2 — % with i« = A, B, the Rabi

frequency Qf; = QZ(Z’} \/€:(t) + € (t) with k = z,y and i = 1,2 and the coupling constant
J = gP(1/A* + 1/AP)/2 [3]. In addition resonant driving of the qubits and sufficient
detuning between the qubits Fig. yield further simplifications of the Hamiltonian for
the tomography pulses

Do | St

Hiot = = (2,102 + Qy10y) @id +id @ (2 20, + Qy20y)) .
Again the tomography pulses have been assumed to be much shorter in time than the
decoherence time.

We will now show that a full two qubit tomography can be done, if we perform on
both qubits all 16 combinations of the id, (g)x, (g)y and (7), pulses. These pulses will
also be the tomography pulses, which we use for tomography in the experiment.

The time evolution of the density matrix can be written as

p(0) = exp |:—ih’]7‘:| p(—T)exp |:Zﬁ,JT:| ,

where p(0) is the density matrix immediately after the tomography pulse and p(—7) the
density matrix right before applying the pulses. The indices 4, j in the Hamiltonian H; ;
indicates what kind of pulses (i,j = {id, (g)x , (g)y , (w)x}) have been applied on qubit
A, qubit B respectively. In calculations the matrix exponential has been computed by
Mathematica6.0 which uses Jordan form. The matrix representation of the operators
Ui ; = exp [—iH; j/(2h)T] are given in the appendix

The measured response for all 16 operators give the system of equations

Pz

H, -
pr = Tr (exp| — l#T]M expl[i

For id, (%)x, (g)y and (m), pulses we can write down the system of equations. For this

we first parametrize the density matrix by
1
p:zz Ti,j0; & Tj.
1,j=0,2,y,2

This is a parameterization for an arbitrary hermitian matrix. It is emphasized that the ma-
trix does not satisfy the condition Tr(p) = 1 nor is the matrix positive definite. However,
the normalization condition can easily be satisfied by p = p/Tr(p).
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If we use the isomorphism r; +— 7€}, we can write the system of equations by

16
E aiiji = Pj-
=0

The matrix A = (a; ;) is given in the appendix

We can now analyze which conditions the measurement operator M has to fulfill to
ensure that the system of linear equations has a unique solution. The condition for linear
independency is than given by det (a;;) # 0. This yields the condition Mg # My + Mo,
My # — (M7 4+ Ms) and M3 # + (M; — Ms). However, the conditions M3 # — (M; + My)
and M3 # 4 (Mj; — M) are not physical, this can easily be seen from the chapter on
measurement operator The quantity M3 = M; + My on the other hand can occur.
Therefore, we are restricted to perform our measurements not at that frequency where
M3 = My + M.

4.1.3 Most likelihood method

As mentioned above, if the density matrix is determined by solving the system of linear
equations, the resulting matrix will not necessarily be positive definite. This is caused by
a statistical noise in the measurement response p. However, the most likelihood method
gives us the possibility to find a matrix which fulfills all requirement to be a density matrix.
The method computes a positive definite hermitian matrix with 7r(p) = 1, which is most
likely to produce the response measured in the experiment. The following discussion has
been written according to [5].

The most likelihood method uses a matrix p(t1, t2, ..., t16), which has been parametrized
in such a way that it describes only positive definite hermitian matrices with Tr(p) = 1.
Furthermore a likelihood function O(t1, to, ..., t16, p1, P2, ---, P16) has to be introduced, which
is a measure for the probability that a density matrix p(t1, ta, ..., t16) will give the response
{p1,p2,...,p16}. Finally the function © has to be maximized.

Since a hermitian matrix p is positive definite if and only if it can be written in the
form p = TTT we only have to parametrize T. This can easily be seen by

0 < (elfle) = (#ITITIo) = (#'l') > 0 for |g) #0

The matrix p = 77T is also hermitian because pi = (T7T)" = TTT = p. To minimize
computation for inverting the matrix 7', we parametrize T as a triangle matrix

t1 0 0 0
ts + itg to 0 0
t11 +it1g tr +itg l3 0

tis +1tig tiz3+itig tg+itig t4

Trace one is simply ensured by p = TTT/Tr(TTT).

In a simple model it is assumed that the noise on the response {p1, p2, ..., p16} is Gaus-
sian distributed. Due to the central limit theorem the assumption is true for almost all
physical cases. However, in our system the phase is measured. Since the phase is a peri-
odical function it will not be normal distributed. Nevertheless, if the amplitude is larger
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Figure 4.2: The picture shows schematically the likelihood function, which is parametrized
in t;. Of course a two qubit system requires an optimization in t1, to, ..., t16. This can easily

be done numerically.

then the standard deviation, we can assume a Gaussian distribution. The probability to
obtain the response {p1,p2, ..., p1} for uncorrelated p;, which is the case, is determined by

s (px — pr)?
Oty ta, ..., t1g) = Tk PR
( 1,02, ) 16) kl:IleXp I: 20_[% :l )

where p; is the expectation value given by pp = T'r (UkM U,Iﬁ) and oy is the standard

deviation given by o = /pg. The likelihood function becomes
2
S (pr — Tr (U MUR(TT/Te(TTT))))

Olts, 2, -, tag) = exp [_ kzl 9Ty (U, MU, (TTT/Te(TTT)))

The task is now to maximize the likelihood function. Since the logarithms is a one to

one mapping maximizing O is equivalent to minimizing § = — log [©]. The minimization

has to be done numerically. A routine is implemented in Mathematica6.0 under the

command FINDMINIMUM. The function FINDMINIMUM requires a starting value for the

algorithm. As starting value the density matrix pgtqr+ found from solving the system of
equations above is used. The starting values for {t1,ts, ...,t16} are then given by

det(pstart)
det(pitlart) 0 0 0
det(p;%art) det(p;%art) 0 0
det(plL,,,) det(p'1:22) det(pgrart)
T — CUPstart) ACUPstart star
12,23 11,23 11,22
det(pstart) det(psta'rt) det(pstart) 0
\/ pstart,aa det(pl%7) \/ pstart,aa det(pl () 77) Patart,44)
Pstart,41 Pstart,42 Pstart,43
v/ Pstart,44 \/Pstart,44 \% pstart,44

\/Pstart,44
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In the above formula the expression p?,;mt stands for the matrix pgsier+ Where the ith
row and the j* column has been deleted. Similar pgfrlt stands for the matrix where the
ith and the k" row, the j* and the {*" column has been deleted.

Since the density matrix has only real numbers on the diagonal the real part of the

diagonal elements is taken instead.

4.2 Experimental setup

The experimental setup differs only in one major point from the setup described in the
previous chapter. The big difference is that we have to add one more channel to control the
second qubit. Since we want to manipulate both qubits individually (o; ® id and id ® o)
we drive them over two different charge gate lines. Measurements done in our lab confirm
that the gate lines address the qubits locally. In addition the qubits are detuned from each
other which also prevents a coupling between the gate line to the opposite qubit. This
justifies the assumption that the two qubits can be addressed individually. In Section
we will show that the two qubits are essentially uncoupled from each other, at least for
the used detuning.

The drive for the second qubit is created with an additional microwave generator.
Again the amplitude and phase of the second drive are set by a I/Q mixer. The mixer’s I
and Q channel are controlled by dc voltage pulses which comes from an AWG. Similar to
the one qubit experiment the mixer is driven continuously, which requires a high on/off
ratio (see Section . This is achieved by adjusting the mixer’s offset. The output is
measured by the same spectrum analyzer as the output for the first mixer (see Section
but at a different frequency, see Fig.

4.3 Experimental approach

Here we will talk about the difference between two qubit tomography and one qubit
tomography. First we will justify the assumption that qubit-qubit interaction can be
neglected on the time scale on which the experiments were performed. Then we will
explain how the pulse sequence for the I/Q mixer was arranged. Next we will talk about
the way how a phase shift is extracted from the measurement data. Last the calibration

procedure for the (%) and 7 pulses will be discussed.

Qubit-qubit interaction

As mentioned in the theory Section [£.1.2] it is important that the two qubits do not
interact with each other. Otherwise the

hl(oy ®o_+0_R04)

term in the Hamiltonian would cause a viSWAP interaction corresponding to the o, term.
This coupling can be suppressed by a strong detuning between the two qubits.

In general the qubit-qubit interaction is suppressed if the condition J << \w()“l —w£| is
satisfied [3]. The coupling constant has been determined by Martin Goeppl by measuring
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Figure 4.3: The picture shows schematically the experimental setup used for the two qubit
experiments. The only difference to the setup for one qubit experiments is that the second
gate line is used as well. This means an additional microwave generator connected to a
I/Q mixer has been added to the system. The mixer is controlled by dc pulses coming
form an AWG. Similar to the one qubit experiment a splitter is placed after the mixer
which brings one part of the microwave to the qubit while the other part goes to the
spectrum analyzer. In addition the attenuation inside the fridge has been changed, since
it had been determined that thermal photons were in the resonator.
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Figure 4.4: The left hand side shows spectroscopy for the two qubits as a function of the
magnetic flux @, which detunes the two qubits. The right hand side shows the extracted
transition frequencies. For the measurements one qubit has been kept at a constant
detuning of 5 GHz while the other one has been frequency. One can clearly see a dark
state |01) + |10), which yields from a symmetrical arrangement of the qubits in the cavity
[3]. This measurement and the analysis have been done by Martin Goeppl.

the splitting of the two qubits in resonance. For 5 GHz and 4.85 GHz qubits transition
frequencies a coupling constant of J = 14 MHz can be observed, see Fig. [£.4 In our
experiment the qubits were detuned by |w641 — w(ﬁ\ = 150 MHz. This detuning and J
causes fluctuations in the qubit-qubit population which are less then 1%.

Applied pulse sequence

The difference to the one qubit experiment is that we have now a second microwave
generator with a second I/Q mixer. Since we want to control the two mixers independently
we need two additional pattern files, for the I/Q channel of the second mixer. The used
AWG has four outputs, which create dc voltage pulses with a 1 ns time and a 10 bit
amplitude resolution. These pulses can be used to control both mixers.

Measurement process

In the measurement process we determine the phase shift of the transmitted microwave
field as a function of time. For one qubit it can be shown [29] that an accurate and
convenient way to determine the populations is not to compare the cavity’s phase shift ¢
but the weighted average with the theoretical response (see Section . For two qubits
we can use a similar procedure.

For each set of measurements p(t) we calculate the weighted average

I SW{(0) (@)

A
The weighting function f(t) is chosen by f(t) = exp[—t/)], the damping factor A is kept
for the analysis at a fix value and on the order of min{7}}, see Fig. It is important to
notice that the weighted average is not equal the population of any of the excited states.
It is even not possible to extract the population of the excited states of the two qubits just
from this data. Additional measurements would be required to determine the population.



68 CHAPTER 4. TOMOGRAPHY OF TWO QUBIT STATES

L | O_-

F -50

o

= —100{ (7
‘@7150 v

t/ [psec]

Figure 4.5: The plot shows the phase shift for three different measurements. Here green is
7 pulse on qubit A, blue 7 pulse on qubit B and brown 7 pulse on both of them. The red
line indicated the weighting function f(¢). This measurements allow us to calculate the

measurement operator M. Analogous measurement give the response pi, = Tr (UkM U ,;f p).

The new measurement operator on the other hand can be written by
M =3 jefo,13PijyGa) |43) (Jil

where pj;;(ji| is the weighted average defined in Eq. for a state starting in |ij) (ji|. This
measurement operator can either be derived theoretically by using cavity Bloch equations
[39] for two none interacting qubits or by measuring the response after applying a 7 pulse
on qubit A or on qubit B or on both of them simultaneously. Both methods allow to
determine the measurement operator M. For the experiment we have chosen to determine
M by applying 7 pulses. The main reason for this is because we do not have the cavity
Bloch equations for two qubits available.
The system of equations becomes then

Pr = Tr (UkMU,ip> .

Since the quantities p and M are in close relation with py and M we will not distinguish
any more between them. From the context it should be clear which quantities we are
referring to.

Relative phase between different gate lines

In the two qubit tomography we are driving both qubits over different gate lines. However
this raises the question whether this has an influence on the result of the tomography
process or not. We will now show that this constant phase shift affects the reconstruction
of the density matrix. Similar problems are known form tomography on ions [40].

We can assume the two pulses have a phase difference . If we create now a tomography
pulse Uy and send it through the gate lines, the microwave will pick up an additional phase
@, which yields a new tomography pulse

U, = SU,ST,
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Figure 4.6: The plot shows simulations for reconstructed density matrices for a Bell state
|00) (00| + |11) (11| and an relative phase shift of ¢ = 0°, 60°, 120°, 180°, 240° and 300°.

where the transformation is given by S = exp [—igo, ® id]. This yield us the system of
equations

}pk =Tr (SUkSTMSU,ISTp)‘ , instead of ’pk =Tr (UkMngN

k=1,..,16 k=1,..16

However, if we do not know anything about the phase shift ¢, we will use the wrong
operators Uy and hence reconstruct a state which is out of phase. We can easily see how
this affects the result of the tomography process.

pr = Tr (SULSTMSU]STp)

Pk = Tr <U/§MU]ISTPS) s

where we have used [S, M| = 0. This phase shift S makes us believe that we are measuring
the density matrix StpS instead of p, see Fig. An possibility to determine this relative
phase difference would be to prepare a known product state over the resonator and read
it out by tomography.

Manual calibration of the tomography pulses

™

Similar to the one qubit tomography the (5) and 7 pulses for the tomography have to be

calibrated. However, this time we need to calibrate (g)x, (g)y and 7 pulses for the first

and (%)x’ (g)y and 7 pulses for the second qubit. The amplitude has been calibrated by

measuring the population of the excited state as a function of the pulse amplitude (see
previous chapter Fig. and |3.3.1). The phase between (E)x and (%)y has been adjusted

2
according to the calibration done by a vector network analyzer (see appendix). However,

this calibration does not give any hint on the relative phase difference between the two
different drive. A different way to calibrate the phase has to be applied. However we will
see that for our experiment this additional phase shift does not matter as we will see in

Section .41
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4.4 Experiment

To show the tomography procedure we will discuss the results of a two qubit state tomog-
raphy. In the experiment we have performed tomography on 16 different product states.
The product states have been prepared by performing on each qubit either no pulse, a
(g)x, (g)y or 7 pulse. First we reconstruct the density matrices by solving the system
of linear equations. For these states we calculate the L1 norm. Furthermore, we apply a
most likelihood procedure to find physical density matrices. This enables us to determine
the fidelity compared to perfect pulses.

For the tomography we use all possible combinations of id, (g)x, (%)y or 7w pulses
applied on each of the qubit. We can reconstruct the tomography pulses in the same way
as we reconstructed the tomography pulses for the case of one qubit (see Section

and we find

UA 0.74+0.02  —0.67i + 0.02i and
L=\ —0.67i+£0.02i 0.74+0.02
UA 0.70 £+ 0.03 (—0.71 4 0.057) = (0.02 + 0.044)
2 7 (0.71 +0.051) £ (0.02 4+ 0.044) 0.70 + 0.03 ’

U = ( 0.76 +£0.03  —0.647 + 0.043 > and

~\ —064i+004i 0.76 +0.03

UB - 0.76 + 0.02 (—0.64 + 0.137) £ (0.03 + 0.044)
2 7\ (0.64 + 0.137) & (0.03 + 0.044) 0.76 + 0.02 ’

where we have used the fact that the two qubits are not coupled (Section . Applying
the useful formula exp (—id - ia/2) = cos (a/2)id — id - @i sin (a/2) we can calculate the
orientation and rotation angle for the tomography pulses represented as operations in
SO(3). For the pulses determined above we find

vt ust Uf Uy
rotation angle : 85° 91° 81° 81°
Z (Ul, Uz) . 86° 100°

This justifies the assumption of perfect tomography pulses. For simplicity we assume
perfect tomography pulses. We can find for the equation 2321 a; ;7; = p; the parameters
a;; as given in the appendix ﬂ The matrix (ai7j)i,j:{1,2,3,4} can be inverted, since the
measurement operator M fulfills the requirements |Ms 3| # [ M1 = Ms o]

We obtain the density matrices shown in Fig. To check the deviation from the

theoretical value we can calculate the L; = %TY ’ Ptheory — pexperiment‘ norm. We find in

Fig. that the reconstructed states are in good agreement with the theoretical expected
density matrices.

Furthermore we can apply the most likelihood procedure as described in the theory
section. This has the advantage to obtain matrices, which are positive definite and describe
therefore physical solutions. These results are shown in Fig. From this solution we

can now calculate the fidelity F = Tr ( \/ /PtheoryPexperiment /ptheory>'
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In the previous section we have found that a phase shift S = exp (—ipo, ® id) can
cause problems to reconstruct the qubits state. However, we do not see such an effect in
the presented results. The reason for that is because we use the same gate lines to prepare
the state p as we use for the tomography pulse and hence the rotation S cancels out. We
prove that by

pr = Tr ((SURST M(STLST)p)
pp = Tr ((SUkST)TM(SUkST)(SRST) 100) (00| (SRST)T)
pp = Tr (SU,jSTMSUkRST 100) (00| SR S* ) ,

where we have written the state preparation by p = (SRST)|00) (00| (SRST). If we use
the commutation relation S |ij) (ji| = |ij) (ji| S and the commutation relation for the
trace, the expectation value becomes

p = Tr (UL MULR00) (00| B ) = T (Ul MUppieony ) -

However, it is emphasized that this is only true if we use the same gate lines for the
tomography as for the state preparation.

Applied pulse sequence:
To produce the desired product state we first apply on each of the qubits either no
s

pulse or a (5) pulse or a 7 pulse. After that we perform the tomography by using

the 16 different U;; operations, with (i,7) = {id, (g)w , (%)y ,77}. This is schematically
shown in Fig. To ensure a proper calibration we have also added a calibration pulse
sequence. The calibration sequence works analogously to the auto calibration sequence
for one qubit. Since we have two qubits we perform calibration pulses on each of the
qubits individually. The measurement has been performed pulsed with approximately 8
photons in the resonator. The two qubits were at transition frequencies of w641 =5 GHz
and w = 4.85 GHz (w, —w{} =5 GHz/w, —wf = 1.65 GHz detuned from the resonator)
as discussed in Section All the measurements have been averaged 600.000 times.
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Figure 4.7: The figure shows a systematical picture of the pulse sequence for the tomog-
raphy process. The lower two pulse sequence show the microwave pulse which are applied
on the gate lines. These pulses are used for the state preparation and the tomography.
The uppermost graphic shows the measurement pulse which is applied on the resonator.
Each of the tomography and preparation pulse had a pulse length of 20 ns.
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Figure 4.8: The graphic shows eight different product states for two qubits. The most left
column names the wave function which we intend to map the second and third one show
the real and imaginary part of theoretical density matrix for the corresponding state. The
next two columns give real and imaginary part for the measured density matrices using
tomography. The number shows the Lj( norm for the theory and
experiment.
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Figure 4.10: The plots show eight different product states for two qubits. The most left
column labels the wave function, which we intend to map the second and third one show
the real and imaginary part of theoretical density matrix for the corresponding state. The
following two columns represent the real and imaginary part for the density matrices which
can be observed if we use a most likelihood procedure. The number to the left gives the
fidelity F(ptheory, Pmostlikelihood) for the theory and matrix found by the most likelihood
procedure.
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Conclusion

In this Diplomarbeit we have realized a tomography procedure for one and two qubits.
The tomography on one qubit has been applied on different superposition states as dis-
cussed in Section [3.4.2l The tomography was performed with well calibrated pulses as
well as with an auto calibration method, which allows to compensate imperfect tomogra-
phy pulses. Further more, we performed tomography on Rabi (Section and Ransey
(Section experiments. These experiments agree with the theoretical expected states
as we have confirmed by extracting the L; norm, which has been found for the two pro-
cesses to be of the order of 0.08 and 0.07. Moreover we have realized a Hadamard gate in
Section [3.4.5] and applied process tomography on it. The result confirms the theoretical
expected operation. We have written analysis files in Mathematica6.0 which can be used
for further experiments.

In addition we have realized a two qubit tomography procedure. Since Circuit QED
provides us with only one measurement operator it is impossible to readout the qubits
individually. This is a different to all the other systems like ions, NMR and quantum dots
where each qubits can be readout individually. Therefore we have realized a tomography
method to characterize the system by using just one measurement operator. We performed
this two qubit tomography on different product states as shown in (Section . With
this we have been able to reconstruct states which are close to the theoretical expected
density matrices. In addition to find physical density matrices (i.e. positive definite) we
employed a most likelihood procedure. The fidelity between the found density matrices
and the theoretical expected matrices are high and between 0.93 to 0.99. Very careful
calibration of the tomography pulses and their frequency can probably yield to an even
higher fidelity. The analysis file and pattern writing file for the two qubit tomography can
easily be applied for tomography on systems with more then two qubits.

We have seen that one and two qubit tomography works well. However it would be
good to adapt the method for the demand of further experiments. For example if we realize
a two qubit state by pulses, which are not created in the same way as the tomography
pulse (see , we will have to face the problem of a relative phase shift. Probably it will
be possible to adjust the phase by sweeping one of the microwave generators.

In a next step the automation of the tomography process would be desirable. However,
this would requires some major changes on the measurement software. Furthermore it
would be good to implement the cavity Bloch equations [39] into the two qubit tomography.
This would give us the opportunity to derive the measurement operator from theory rather
then from an experiment (see Section. Nevertheless we have not yet analised the cavity

7
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Bloch equations for a two qubit system. Moreover there has been ongoing effort to realize a
two qubit Bell state. Two qubit tomography enables us to verify whether we have achieved
to create an entangled state or not.



Chapter 5

Appendix

5.1 Topological set of tomography pulses for two qubit

If we apply id, (g)x, (%)y and 7 pulses on each of the qubit individually, we can find
the following 16 unitary operations. These operations are a complete set of tomography

pulses UQi,Qj = €xp [—iw to reconstruct an arbitrary state.
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with pji;y(ji| the weighted averaged phase shift for the state [01) (10| (see Section the

matrices A; defined as

4

plony (oA + pioyon A2 + P

(

raphy pulses described in the appendix For simplicity we parametrize the density
T

Here we give the exact form of the system of equations, which results form the 16 tomog-
matrix by

5.2 System of equations for two qubit tomography

5.2. SYSTEM OF EQUATIONS FOR TWO QUBIT TOMOGRAPHY
Using the isomorphism py — pr€r and r, — rip€r we can obtain the formula
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Figure 5.1: The picture shows a characteristic pattern file. The four plots show the pulse
sequence for the I and @ channel of mixer 1 and for the I and Q channel of mixer 2.

5.3 Sequence file

The pulse sequences for the measurement are defined by pattern files. A pattern file
consists of a pulse sequence which controlls the voltage applied on the channel for the two
I/Q mixers, a trigger for the acquisition card and a trigger for the measurement microwave
generator generator, which is used for pulsed measurements. The time resolution for the
drive pulses are 1 ns and the amplitude has a 10 bit resolution. The pattern files are run
by an arbitrary waveform generator (AWG). For a measurement run several pattern files
combined in one sequence file are load into the AWG simultaneously. The experiment
is organized in the following way: each of the pattern files is run sequential once, after
running each of the pattern files once the procedure is repeated several times and averaged.
In all the experiments the sequence file consists of an auto calibration part and a part
which contains the experiment. A schematic plot of a patter file is given in Fig.
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Figure 5.2: The picture shows schematically how we calculate the voltage (P;, P») which
we have to apply on the I/Q mixer to create the a microwave at the output with amplitudes
(p1,p2). The points a, b, c and A, B, C' comes from measurements with a VNA. The points
a,b, c are the three closest point to the desired point p.

5.4 Mixer calibration

The I/Q mixer which we used for controlling the amplitude and the phase of the microwave
pulses is not ideal. Even though that we have seen it is possible to calibrate the tomography
pulse without calibrating the mixer it would be nice if the used I/Q mixer is calibrated.

To calibrate the I/Q mixer we measured with a Vector Network Analyzer (VNA) the
amplitude and the phase of the out coming microwave field (V7, V) as a function of the
applied (I, Q) voltage as shown in Fig. This gives us the discrete function F which
maps (I,Q) on (V7,Vg). The task is now to determine the voltage P = (Py, P,), which
we have to apply in the I/Q channel, so that we obtain on the mixer’s output the desired
microwave field 5= (p1, p2). For this we find the three points @, b, € (V;, Vi) which are
closest to the point (Py, P,), this allows us to determine the parameter (a, 3) so that the
condition (@ — &) + 3(b — &) + &= ' is fulfilled.

-1
(07 a]p — C1 b1 — C1 N
= —0).
(ﬁ) (CLQ—CQ 52—02) (P=2)
On the other hand we can write for the input voltage o/ (A — C) + 8/(B — C) + C = P,

where we have used from the calibration measurement A = F~Y(@), .... In first order we
can assume o =  and 3 = ' and we find for the Voltage on the I/Q channel

>3 Al—Cl Bl—Cl ap — Cq b1—61 ! = =
P_<A2—CQ BQ—CQ><Q2—CQ b2—02> (p E)+C



84

180

100

Amp./[mV]

a) Phase / [rad]

3 2 1 0 1 2 3

CHAPTER 5. APPENDIX

Figure 5.3: The right plot shows the amplitude of the output microwave filed for different
phases for the calibrated data (blue) and the uncalibrated data (red). The left picture
shows the measurement setup which was uses for the calibration. Since the Vector Network
Analyzer (VNA) can only create an output power of —7dBm but we are interested at a

power of 15dBm we have to use an amplifier.
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Figure 5.4: The Plot shows for the measurement form the Vector Network Analyzer the
amplitude (left) as a function of (I, Q) and the phase (right) as a function of (I, @) of the

output microwave. The input field is at a power of 15 dBm.
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5.5 Operator sum representation

The time evolution is given by the map L, which is linear and conserves the property
of the density matrix (positive hermiticity and trace one). If we assume that the initial
qubit state is not entangled with the environment, we can write the starting state by

) = N, ‘gpqumt> ® ‘cpf >, where the last Ng — Nyup; states build a basis orthogonal
on Hgypie. Applying the operator L on this state yields

L 1g ([¢) (¥]) Z%"I’
If we measure the environment Trg, we will obtain

(P | L& 15 ([¥) (W]) |¢F) = Z%’ (P ] |®35) (@3] |0F ) -

The element <gaﬂ |®;) is in Hgypit, since |®;) € Hyypir @ H and |1;) € Hg. Therefore we
can do a basis transformation and find

L (‘quubit> < qubit ) Z M ’¢qubzt> < qubit

— qubzt
or for an arbitrary density matrix

]
M;,

It is remarkable that any process, which describes interaction between the qubit and the
environment, can be written by using not more then N ulnt operators regardless of the
dimension of the environment (provided that dimHpg > dlquulnt)

If we take interaction with the environment into account, the evolution of the qubit is
not anymore described by the Von Neumann equation but by the master equation, which
is a direct consequence of Markovian processes [41] and the operator sum representation.
The master equation is then given by

dp

1 1 1
o =~ [Hool+ % (anLL = S LhLnp — 2pLLLn> ,
n

where the Markov approximation M, (t) = v/tL,, has been used.
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5.6 Data sheet for two qubit sample

The used two qubit sample has the following specifications for qubit A:

g 133 MHz
E; 35.11 GHz
Ec 231.7 GHz

Qubit B has the specificatio:
g 134 MHz
E; 37.63 GHz
Ec 231.5 GHz

The resonator has the bare resonance frequency at vy = 6.40845 GHz and a quality factor
Q = 4092.39 and k = 1.56595 MHz.
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