Finally, Fig. 3 presents an expanded view of the low-temperature region. Here, the experimental unitary data are calibrated and replotted in the more conventional theoretical units, $E_F = k_B T_F$ and $T_F$. The agreement between theory and experiment is very good. In the presence of a pseudogap, a more elaborate treatment (28) of the pseudogap self energy, which takes into account spectral broadening, will be needed in order to calculate accurately the jump in specific heat.

By extending the temperature range in Fig. 3 to high $T$, we find that both the unitary and noninteracting cases coincide above a characteristic temperature, $T^*$, although below $T_c$ they start out with different power laws (as shown in Fig. 2). In general, we find that agreement between theory and experiment is very good over the full temperature range for which the data were taken. The observation that the interacting and noninteracting curves do not precisely coincide until temperatures rise substantially above $T_c$ is consistent with (although it does not prove) the existence of a pseudogap and with onset temperature from the figure $T \approx 2 T_c$. Related signatures of pseudogap effects are also seen in the thermodynamics of high-temperature superconductors (17).
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Simultaneous State Measurement of Coupled Josephson Phase Qubits

R. McDermott,1,2 R. W. Simmonds,2 Matthias Steffen,1 K. B. Cooper,1 K. Cicak,2 K. D. Osborn,2 Seongshik Oh,2 D. P. Pappas,2 John M. Martinis1*

One of the many challenges of building a scalable quantum computer is single-shot measurement of all the quantum bits (qubits). We have used simultaneous single-shot measurement of coupled Josephson phase qubits to directly probe interaction of the qubits in the time domain. The concept of measurement crosstalk is introduced, and we show that its effects are minimized by careful adjustment of the timing of the measurements. We observe the antiphase oscillation of the two-qubit (01) and |10⟩ states, consistent with quantum mechanical entanglement of these states, thereby opening the possibility for full characterization of multiqubit gates and elementary quantum algorithms.

Considerable progress has been made toward the implementation of a quantum computer (1) based on superconductors. Coherent single-qubit operations have been shown in Josephson flux (2) and phase (3) qubits, and the time domain interaction of coupled qubits (4) and a controlled-NOT logic gate (5) have been demonstrated in the Josephson charge qubit (6, 7). Previous studies of coupled superconducting qubits have relied on separate measurement of the individual qubits (bitwise readout). Such an approach does not yield complete information about the system and fails, for example, to directly establish correlations between the qubits in the case of an entangled state. To test quantum algorithms efficiently or to perform quantum state tomography and thereby definitively prove entanglement, it is necessary to measure all the qubits simultaneously (wordwise readout) and with high fidelity. For multiqubit circuits with fixed coupling—a common architecture for superconducting qubits—the realization of this goal is complicated by measurement crosstalk: Measurement of the state of one qubit may perturb the state of other qubits, destroying information about quantum correlations. Although continued progress toward the realization of quantum gates in superconducting circuits requires a thorough understanding of measurement crosstalk, this issue has received little attention to date.

We describe simultaneous single-shot state measurements to probe the interaction of coupled Josephson phase qubits in the time domain. The observed antiphase oscillation of the occupation probabilities of the two-qubit basis states |01⟩ and |10⟩ is consistent with quantum mechanical entanglement of these qubits.
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states. Moreover, the free evolution between the |0⟩ and |1⟩ states contains the essential ingredient of the two-qubit imaginary-SWAP (i-SWAP) operation, which, taken together with single-qubit rotations, forms a universal set of quantum gates (8). Our results depend crucially on a scheme for fast (−1 ns) state measurement and accurate adjustment of the timing of the measurements of the two qubits in order to circumvent measurement crosstalk in the circuit. The characteristic decay time for the two-qubit oscillations is consistent with the longitudinal relaxation time of the single-qubit circuit, which suggests that little additional dissipation is introduced by coupling the qubits. This bodes well for future tests of multiquibit gates and for more rigorous demonstrations of quantum correlations in multiquibit circuits.

The Josephson qubit can be thought of as a manufactured electrical “atom” having discrete energy levels that exist in a potential energy landscape determined by the circuit design parameters and bias (Fig. 1, A and B). We previously demonstrated high-resolution spectroscopy and coherent oscillations in the time domain in a single-qubit circuit (9, 10). To implement a coupled qubit circuit, we connected two flux-biased phase qubits via a thin-film capacitor (11) (Fig. 1C). We label the qubits A and B. The interaction Hamiltonian can be written

\[ H_{\text{int}} = \frac{S}{2} (|01\rangle \langle 01| + |10\rangle \langle 10|) \]  

where |0⟩ = |0_A,1_B⟩. In terms of the circuit parameters, the coupling strength is \( S \approx (C_s/C) \hbar \omega_{01} \), where \( C_s \) is the coupling capacitance, \( C \) is the junction self-capacitance, \( \hbar \) is Planck's constant divided by \( 2\pi \), and \( \omega_{01} \) is the resonance frequency of the qubits. The interaction can be controlled by adjusting the flux bias of the qubits to change \( \omega_{01} \), bringing the qubits in and out of resonance. When the qubits are tuned to resonance (Fig. 2A, inset), the eigenstates are the (entangled) symmetric and antisymmetric combinations of |0⟩ and |1⟩, with eigenenergies −\( S/2 \) and \( S/2 \), respectively. Far from resonance, the system behaves as two independent qubits.

Because our circuit is a manufactured quantum system, the energy levels are not known a priori; therefore, we must use spectroscopy to map out the qubit resonance frequencies versus bias (12). In the frequency domain, the interaction is manifested as an avoided level crossing at the point where the resonance frequencies of the two qubits are matched (13). We biased qubit A to yield a resonance frequency \( \omega_{01}/2\pi = 8.65 \text{ GHz} \) (14). Subsequent spectroscopy of qubit B revealed a splitting \( S/\hbar = 80 \text{ MHz} \) centered at 8.65 GHz (15). The measured splitting is consistent with the estimated coupling capacitance and junction self-capacitance of 6 fF and 700 fF, respectively, which are close to the design values.

We next investigated the interaction of the two qubits in the time domain. The qubits were tuned into resonance and initialized in the ground state |0⟩. We then applied an 8.65-GHz microwave π pulse to qubit A to prepare the state |1⟩ (Fig. 2A, inset). Because this state is not an eigenstate of the two-qubit Hamiltonian, it undergoes free evolution in the subspace spanned by the vectors |0⟩ and |1⟩, according to the relation

\[
|\Psi(t)\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) \exp[(iS/2\hbar) t] + \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle) \exp[-(iS/2\hbar) t] = \cos[(S/2\hbar) t]|1\rangle + i \sin[(S/2\hbar) t]|0\rangle
\]

Fig. 1. (A and B) Potential energy landscape for the flux-biased Josephson phase qubit. During operation, the qubit is biased so that the junction phase \( \phi \) is trapped in a metastable minimum of the potential \( U(\phi) \), which contains several discrete energy levels. Measurement is accomplished by a fast flux pulse that adiabatically lowers the potential barrier, inducing a tunneling transition from the |1⟩ state to the right-hand well of the potential, which contains around 150 states, resulting in a flux change of ~\( 10^4 \). (C) Circuit diagram of the coupled phase qubit circuit. The qubit junctions, with self-capacitance \( C_s \approx 700 \text{ fF} \), are coupled via the capacitance \( C \approx 6 \text{ fF} \); the junction critical currents are 1.7 \( \mu \text{A} \), and the qubit loop inductances are 720 \( \text{pH} \). The qubits are capacitively coupled to the microwave control lines; each qubit loop is inductively coupled to a coil that provides both the flux bias and the measurement pulse, as well as to a dc superconducting quantum interference device (SQUID; not shown) that is used to read out the flux state of the qubit loop. The devices are fabricated from Al/AlOx/Al trilayers by means of conventional thin-film techniques and optical lithography.

Fig. 2. Interaction of coupled qubits in the time domain. (A) With the qubits tuned to resonance \( \omega_{01}/2\pi = \omega_{01}/2\pi = 8.65 \text{ GHz} \), a microwave π pulse on qubit A prepares the state |1⟩. This state subsequently undergoes free precession in the subspace spanned by |0⟩ and |1⟩ before being measured, yielding the state |00⟩, |10⟩, |01⟩, or |11⟩. Repeated measurements give probabilities 1 − \( P_{00} \), \( P_{10} \), \( P_{01} \), and \( P_{11} \), which are plotted (points) versus free precession time \( t_{\text{free}} \). The solid lines are from numerical simulations that assume a gating time of 5 ns for the π pulse and take into account microwave cross-coupling of −10 dB, measurement fidelity of 70%, and a single-qubit \( T_1 \) of 25 ns, all determined experimentally from separate measurements. Inset shows the qubit energy levels and depicts schematically the coupling between the states |0⟩ and |1⟩. (B and C) Oscillations of \( P_{10} \) and \( P_{01} \) (color scale) as qubit B is detuned from the resonance of qubit A (dashed line).
Therefore, measurements of the two qubits should be anticorrelated, with a \( |0\rangle \) for qubit A yielding a measurement of \( |1\rangle \) for qubit B and a \( |1\rangle \) for qubit A yielding a measurement of \( |0\rangle \) for qubit B. After a variable period of free evolution \( t_{\text{free}} \), we applied simultaneous measurement pulses to the two qubits, yielding four possible measurement outcomes. By repeated trials (100,000 events per data point), we obtained the occupation probabilities \( P_{00}, P_{01}, P_{10}, \) and \( P_{11} \). These probabilities (points) are plotted in Fig. 2A versus \( t_{\text{free}} \).

The occupation probabilities \( P_{01} \) and \( P_{10} \) oscillate out of phase, in agreement with the expected anticorrelation of the states of the two qubits. Moreover, the oscillation period is consistent with the 80-MHz splitting observed in the spectroscopy of the coupled qubits. The reduced amplitude of the oscillations is consistent with simulations (solid lines) that account for a gating time of 5 ns for the \( \pi \) pulse, a measured microwave cross-coupling from qubit A to qubit B of \(-10 \text{ dB}\), a measured 70% fidelity of the qubit state measurement (10), and a measured energy relaxation time \( T_1 \) of 25 ns for the individual qubits.

We next repeated the above experiment for a range of qubit detunings by adjusting the flux bias of qubit B. The occupation probabilities \( P_{01} \) and \( P_{10} \) as functions of both \( t_{\text{free}} \) and \( \omega_0 \sqrt{2\pi} \) are shown in Fig. 2, B and C. The oscillation frequency increases and visibility decreases with detuning, resulting in a characteristic “chevron” pattern for the damped oscillations, in agreement with theoretical predictions (10).

We emphasize that the antiphase oscillation of the occupations of the \( |01\rangle \) and \( |10\rangle \) states is most clearly seen when the timing of the measurement pulses is adjusted to ensure simultaneity. As the relative delay \( t_{\text{delay}} \) of the measurement pulses is increased beyond \( \sim 2 \text{ ns} \), we observe a striking change in the character of the evolution of the occupation probabilities (Fig. 3). In the case of sequential measurements of the two qubits, measurement of the \( |0\rangle \) state in the first qubit has no effect on the outcome of measurement of the second qubit. On the other hand, measurement of the \( |1\rangle \) state in the first qubit results in an enhancement of the probability of measuring the \( |1\rangle \) state in the second qubit. We refer to this phenomenon as measurement crosstalk.

The physical mechanism for measurement crosstalk in our circuit can be described as follows. The measurement of a \( |1\rangle \) state in the first qubit implies a tunneling event to the right-hand well of the qubit potential. The resulting oscillation in the right-hand well produces a microwave voltage pulse (from the ac Josephson relation). This voltage drives a transient current \( I_{\text{t}}(t) \) to the second qubit and induces transitions from the ground state. Because the qubits are weakly coupled \( (C_1 \ll C_2) \), the effect of the current \( I_{\text{t}}(t) \) can be understood by treating it as a classical drive to the second qubit. Numerical simulations indicate that the ring up of the second qubit can be separated into three segments in time (Fig. 4, A and B). In segment I, the initial oscillation in the right-hand well of the measured qubit samples the region near the turning point at the top of the well, corresponding to frequencies below...
Evidence for a Great Medieval Earthquake (\(\sim 1100\) A.D.) in the Central Himalayas, Nepal

J. Lavé,1,2† D. Yule,2* S. Sapkota,3 K. Basant,3 C. Madden,4 M. Attal,1 R. Pandey3

The Himalayan orogen has produced three thrust earthquakes with moment magnitude \(M_w\) 7.8 to 8.5 during the past century, yet no surface ruptures associated with these great earthquakes have been documented. Here, we present paleoseismic evidence from east central Nepal that, since \(\sim 700\) A.D., a single earthquake ruptured the Frontal Thrust fault at \(\sim 1100\) A.D., with a surface displacement of \(\sim 17\) (+5–3) meters and a lateral extent and size that could have exceeded 240 kilometers and \(\sim M_w\) 8.8, respectively. Ruptures associated with \(M_w\) \(\leq 8.2\) events would contribute to the frontal Himalayas folding but would stop before reaching the surface. These findings could require substantial modifications to current regional seismic hazard models.

The primary features of the Himalayan orogen are now understood, but the details of its seismotectonic behavior and maximum earthquake magnitudes are mostly unknown, despite their important implications regarding the seismic hazards facing densely populated regions. During the past century, the Himalayan arc has experienced three major thrust earthquakes of moment magnitude \(M_w > 7.8\). Growth folding \((j, 2)\) and surface faulting \((3–5)\) have been reported in Holocene strata and terraces; paradoxically, none of these recent events reportedly produced coseismic surface ruptures, including the 1934 Bihar Nepal \(M_w\) 8.1 earthquake \((6)\), which produced high-intensity shaking that was experienced throughout east Nepal and bordering regions of India \((1)\). To confirm the absence of rupture associated with this event and determine which events have led to the tectonic scarps, we conducted a paleoseismic study across the Himalayan front in the Marha Khola region, southeast of Kathmandu, in an area close to the inferred 1934 rupture zone.

Since \(\sim 20\) million years ago, the deformation front resulting from the India/Asia collision has been expressed through the activation of two major thrust zones that are presumed to branch upward from a major midcrustal decollement: the Main Himalayan Thrust \((7–10)\) \((1)\). In front of the rising Himalayas, thin-skinned thrust faulting has incorporated Cenozoic molasse deposits \((Sivalik Formations)\) into the hanging walls of thrust faults, now expressed as the low-relief Sivalik Hills at the southern edge of the range. Geomorphic evidence of active tectonics indicates that 50 to 100% of the shortening across the Himalayas is transferred toward the southernmost of these faults, the Main Frontal Thrust fault \((2, 5, 11)\). However, geodetic observations \((12, 13)\) indicate that current interseismic deformation is centered on a belt of microseismicity \((9)\) that follows the southern edge of the Tibetan Plateau, \(\sim 100\) km north of the frontal structure \((1)\). One explanation of this apparent paradox proposes that the current deformation mostly accumulates elastically at the transition along the decollement from steady creep beneath southern Tibet to locked beneath the High Himalaya, and that this elastic deformation releases and transfers to the front during large earthquakes \((2, 9)\), possibly like the 1934 \(M_w\) 8.1 earthquake.